Abstract

We use a feedforward Convolutional Neural Network to classify speakers’ native language for the INTERSPEECH 2016 Computational Paralinguistic Challenge Native Language Sub-Challenge, using no specialized features for computational paralinguistics tasks, but only MFCCs with their first and second order deltas. In addition, we augment the training data by replacing the original examples with shorter overlapping samples extracted from them, thus multiplying the number of training examples by almost 40. With the augmented training dataset and enhancements to neural network models such as Batch Normalization, Dropout, and Maxout activation function, we managed to improve upon the challenge baseline by a large margin, both for the development and the test set.

Index Terms: Computational Paralinguistics, Deep Learning, Convolutional Neural Networks.

1. Introduction

In recent years, neural networks have become empirically successful in a wide range of supervised learning applications, such as computer vision [1, 2], speech recognition [3, 4] and natural language processing [5]. In addition, in many applications, the traditionally used models that are based on hand-crafted features to represent the data, have been replaced by neural network models with convolutional layers [6] that are learned directly from raw data or from simpler general-purpose features in an end-to-end manner. In these models, the convolutional layers are typically the lower layers in the network (closer to the input) and can be seen as extracting features from small patches of data, to create a new and possibly more useful representation of the data. Prominent examples of the end-to-end approach can be seen in [1], in which an object recognition model is learned from raw images without any prior knowledge, and [4], where a state-of-the-art speech recognition model is learned directly from the speech spectrogram.

In many cases in the field of computational paralinguistics, including the ComParE Challenge 2016 [7], the pipeline of a machine learning model begins by extracting features to represent the data at hand: first, low-level descriptors (LLDs) are extracted from short time windows and include short term characteristics of the audio signal such as voicing probability, HNR, F0 and zero-crossing rate [8]. This first step is possibly followed by a number of functionalities (e.g., mean, max, percentiles), computed over time on these LLDs. Recent studies have shown ([9, 10]), that the end-to-end approach can be adopted to applications in computational paralinguistics, by training a convolutional neural network model based on simpler and non-specialized features.

A necessary condition for the success of neural network models for classification is in many cases the presence of large amounts of labeled training data [11]. In many classification datasets in the field of computational paralinguistics, the number of labeled training examples is at most a few thousands [12, 13, 14], which is rather small when compared to object detection or speech recognition datasets that typically contain at least a few tens of thousands of labeled examples, and in many cases much more than that [15, 16, 4]. On the other hand, in audio datasets, this problem might be alleviated if every labeled example is long enough.

In an audio classification task, there might be some redundancy in long examples, when smaller parts of the whole example contain enough information each for correctly classifying the whole example. This is indeed the case, when very long time dependencies (relations between two distant time frames) in the data are not needed for correctly classifying the whole example. In that situation, we can safely introduce data augmentation of the training set by replacing each labeled example with many small patches from it, retaining the same class label. This approach is different to other data augmentation approaches, such as changing the speed of an audio signal (17).

In this year’s ComParE challenge, the Native Language dataset is comprised of 5,132 labeled examples, where the length of each example is approximately 45 seconds. The task in the nativeness subchallenge is to classify the mother tongue of the speaker in each example. We assume that less than the whole 45 seconds are required for correctly classifying an example, therefore positing the possibility for the necessary data augmentation that will allow successfully training a large neural network model with convolutional layers, using relatively simple and general-purpose input features.

As a step towards the end-to-end approach, we extract only MFCC features with first and second order delta regression coefficients, and we train feedforward neural network models with convolutional layers to classify the data for the nativeness subchallenge of the ComParE 2016 competition. In addition, we introduce data augmentation as described above, and we use two well-known enhancements for the neural network models, namely Dropout [18] and Batch Normalization [19]. For comparison, we train a few additional neural networks and Support Vector Machine (SVM) classifiers, that vary in the input features used and training data augmentation.

Therefore, the purpose of this work is two-fold: First, to explore the possibility that general-purpose features of relatively lower complexity might yield good classification results when coupled with a neural network model, compared to models using the provided challenge features. Second, to explore the benefits of the training data augmentation resulting from training...
models on smaller patches from the original training examples. In the rest of the paper, we present the models we use and the specifications of the training data augmentation we apply (Section 2), our experiments and results (Section 3), and conclude our work in Section 4.

2. Model and Data Augmentation

For classifying audio signals with a neural network, we use a feedforward neural network comprised of a few convolutional hidden layers followed by a few fully connected hidden layers (dense layers), with a softmax layer [20] on top for classification. For this task, a more natural choice of neural networks might be Recurrent Neural Networks (RNNs), which are neural networks that process the input sequentially and are able to model dependencies over time. However, sequential processing of even a few tens of time steps can introduce a significant computational overhead, as the network then corresponds to a very deep neural network, with many more steps of computation. This becomes even more significant, when using variants of RNNs that require more computation when processing each time step, such as Long Short Term Memory networks (LSTMs) [21].

We elaborate on the key components of our feedforward neural networks.

2.1. Convolutional Neural Networks

Convolutional Neural Networks (CNNs) are neural networks that contain one or more convolutional layers. A convolutional layer processes a two-dimensional input of size $m \times n$ with $k$ channels $x \in \mathbb{R}^{m \times n \times k}$ in the following manner: The input $x$ is split spatially across its first two dimensions into (potentially overlapping) patches of the same size $\{x_{ij}\}_{i,j} \subseteq \mathbb{R}^{m \times n \times k}$. Then, the $n$-dimensional output vector of a patch $x_{ij}$ is:

$$c_{ij} = \sigma(x_{ij} \ast W_1 + b_1, \ldots, x_{ij} \ast W_n + b_n),$$

where $W_1, \ldots, W_n$ are weight matrices of size $n_1 \times n_1 \times k$, the bias terms are $b_1, \ldots, b_n \in \mathbb{R}$, $\ast$ is an element-wise matrix multiplication and $\sigma$ is a non-linear activation function operating element-wise. The output of the convolutional layer is the spatial map $c = \{c_{ij}\}_{i,j} \subseteq \mathbb{R}^{\mid I \times J \times n}$. The number $n$ is called the number of feature maps in the convolutional layer, and $c$ can be viewed as a spatial two dimensional map with $n$ channels in each spatial location.

Potentially, a convolutional layer can include a max-pooling mechanism after the above described process, that operates as follows: The output of the above procedure $c$ is again split spatially across its first two dimensions into (potentially overlapping) patches $\{p_{ij}\}_{i',j'} \subseteq \mathbb{R}^{\mid I' \times J' \times n}$. Then, a max operation is performed across the first two dimensions of a given patch, for each patch separately, resulting in an $n$-dimensional representation for each patch. The output of the max-pooling mechanism (and the whole convolutional layer) $p$ is the spatial map of all the $n$-dimensional representations, $p \in \mathbb{R}^{\mid I' \times J' \times n}$.

Other types of pooling exist, such as mean-pooling [22], but models in this work use only the max-pooling mechanism.

In the case of an audio signal, the dimension of $x$ can be seen as $1 \times t \times k$, where $t$ is the number of time steps in the audio signal and $k$ is the number of features used to represent each time step. In this case, Figure 1 depicts the procedure described above (without pooling).

2.2. Batch Normalization

When training neural networks, the distribution of each layer’s inputs changes during training, as the parameters of the previous layers change. The authors of [19] name this phenomenon internal covariance shift, and state that it slows down training by requiring lower learning rates and careful parameter initialization. To alleviate this issue, they introduce Batch Normalization, which applies a linear transformation on the output of a layer (just before applying the activation function), to enforce values for its mean and standard deviation. The mean and standard deviation are calculated per mini-batch of examples, and for each element of the output vector separately, in the case of a dense layer, or for each feature map separately and across all spatial locations, in the case of a convolutional layer. The target mean and standard deviation are again decided for each element of the output vector / feature map separately in the case of a dense layer / convolutional layer, and are additional parameters of the model that are learned during training. At inference time, mini-batch mean and standard deviation are replaced by their equivalents calculated on the whole training set.

All neural network models in this work use Batch Normalization for all hidden layers, not including the softmax layer.

2.3. Dropout

Dropout [18] is a technique for preventing overfitting in neural network models. When dropout is applied on some layer of a neural network, each element in the output (possibly multidimensional output, as in convolutional layers) is set to zero with probability $p$. This process is being done for each training example separately. At inference time, dropout is not used, therefore on average test examples might induce bigger outputs in absolute values, compared to training examples. To compensate for this effect, at inference time the output of the layer with dropout is multiplied by $\frac{1}{1-p}$. By using dropout, we might prevent different units in the neural network from co-adapting too much.
2.4. Data Augmentation

As was mentioned before, in some of our models we augment the training dataset by replacing each training example $x$ with a few samples $x_1, \ldots, x_r$ from it. In this work, each training example is an audio signal, and each sample is a continuous patch of the original audio signal. It is important to note that, two samples that are almost completely overlapping, are still very different in values when compared element-wise for each element in the input.

For classification at inference time, we need to predict one class label for each example $x$ in a test/development set. Note that, in the case of a neural network classifier with a softmax layer, for each sample $x_i$, the network outputs the selected class label $y_i$, as well as a probability $p_{ij}$ for each class $j$. We examine three different ways to combine the class predictions / probability distributions from the samples $x_1, \ldots, x_r$ into one class prediction $y$ for the example $x$:

- Using the prediction of the sample the classifier is most sure about: $y = \arg\max_{j} \max_{1 \leq i \leq r}(p_{ij})$
- Averaging all predictions: $y = \arg\max_{j} \frac{1}{r} \sum_{i=1}^{r} p_{ij}$
- Majority vote: $y$ is the the most common value in $(y_1, \ldots, y_r)$. In case two classes’ labels are equally common, the one with the lower index is chosen.

Except for enlarging the training dataset, replacing examples with shorter samples extracted from them has two additional properties, that are crucial in order to use a feedforward neural network model on this data. First, using fixed size samples from the training data forces all inputs to be of the same size, allowing us to use feedforward neural networks for this problem. Second, since the original audio clips from the Native Language dataset are approximately 45 seconds long, extracting LLDs from short time windows can result in an infeasible size of input, and using shorter samples may alleviate this problem.

3. Experiments

For the main model used in this paper, we augment the training set by replacing each example with 10 seconds samples from it, with the starting point of samples shifted by one second. For example, for a 45 seconds audio signal, 36 samples of 10 seconds will replace the original audio signal in the training set. The augmented training set contains 122,980 examples, compared to 3,300 in the original set. For each example in the augmented dataset, we extract 12 MFCC features and the logarithmic energy for windows of 25 ms shifted by 10 ms. In addition, we extract first and second order delta regression coefficients, to result in a total 39 features to represent each 25 ms time window. We apply mean and standard deviation normalization for each feature separately.

We experiment with different network architectures, learning rate, momentum, dropout rate and training algorithm, and we report the setting that was used in our best performing model on the development set. The network contains three convolutional layers with 350 feature maps each, with a window size of five time steps, shifted by two time steps. In the first two layers, max-pooling is used, to pool over non-overlapping groups of two time steps. After each convolutional layer, a maxout activation function [23] is applied, grouping sets of two feature maps with the max operator, to result in 175 output feature maps for each convolutional layer. The output of the third convolutional layer is flattened to be one dimensional, and is fed into two consecutive dense layers with 1000 hidden units each, and a maxout activation function applied over groups of two units. The output of the second dense layer is fed into a softmax layer to output a probability distribution over the possible classes.

Batch Normalization is applied for each of the hidden layers (convolutional and dense) just before applying the activation function. Dropout is as well applied for all hidden layers, with dropout probability of 0.5. Initial values for all weights in the network were sampled from a Gaussian distribution with a standard deviation of 0.1. Optimization is performed using stochastic gradient descent with momentum [24], using a learning rate of 0.1, momentum value of 0.9 and a mini-batch size of 128 examples. Gradient-Clipping [25] is applied as well, to limit the $L^2$ norm of the gradient to 100.0. The selected model is the one performing best on the development set, and training is stopped after 25 training epochs with no improvement in Unweighted Average Recall (UAR) on the development set, using all three ways to combine predictions on samples to predictions on full-length examples, described in Section 2.4. The experiments were performed using the deep learning framework Blocks [26] based on Theano [27, 28].

<table>
<thead>
<tr>
<th>Data Augmentation</th>
<th>Features</th>
<th>Convolutional Layers</th>
<th>Dense Layers</th>
<th>Batch Normalization</th>
<th>Dropout</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>MFCC + deltas + delta-deltas</td>
<td>3</td>
<td>2</td>
<td>Yes</td>
<td>0.5</td>
</tr>
<tr>
<td>Yes</td>
<td>ComParE 2013</td>
<td>0</td>
<td>1</td>
<td>Yes</td>
<td>0.5</td>
</tr>
<tr>
<td>No</td>
<td>ComParE 2013</td>
<td>0</td>
<td>4</td>
<td>Yes</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 2: Unweighted Average Recall on the development set for different values of the complexity parameter $C$, for an SVM classifier with a linear kernel.

<table>
<thead>
<tr>
<th>$C$</th>
<th>UAR [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>50.60</td>
</tr>
<tr>
<td>10$^{-1}$</td>
<td>50.33</td>
</tr>
<tr>
<td>10$^{-2}$</td>
<td>52.18</td>
</tr>
<tr>
<td>10$^{-3}$</td>
<td>53.64</td>
</tr>
<tr>
<td>10$^{-4}$</td>
<td>55.11</td>
</tr>
<tr>
<td>10$^{-5}$</td>
<td>53.66</td>
</tr>
</tbody>
</table>

For comparison, two additional settings using neural networks are evaluated. First, a setting where we use the same data augmentation technique as the main model, but use the challenge’s provided feature set (the ComParE 2013 feature set, with 6373 features), which includes functionals computed over LLDs. Second, a setting in which we use challenge’s provided feature set and do not use data augmentation. We extract the ComParE 2013 features from each 10 seconds example, using openSMILE [29]. Note, that these features are not ordered by
time or any other order, therefore it does not make sense to use convolutional layers in this case. Since all settings are different one from the other by the input features or the size of the training data, we had to configure each setting separately. We found that the same learning rate, momentum and dropout values, as well as the number of hidden units in the dense layers and the choice of activation function that yield best results on the development set, are the same in our main setting and in the two additional settings described above, leaving only the number of hidden layers to vary. An overview of the architectures used for the three settings we discussed so far appears in Table 1.

In the last additional setting we use for comparison, we still use the same training data augmentation method and the ComParE 2013 features, but we use a Support Vector Machine (SVM) with a linear kernel as the classifier, instead of a neural network. Since an SVM in its basic version does not output a probability distribution over the possible classes, at inference time we use only majority voting in order to combine the predictions on the 10 seconds samples to one prediction on the longer example from the development / test set. We use the implementation of an SVM from the Python package scikit-learn [30].

Table 3 contains the UAR for the development and test sets for each of the four experiment setting (three with Neural Networks, one with an SVM) and the challenge baseline. From the results in the table, it is evident that, the best performing model on the development set was from the setting of a convolutional neural network with MFCC + deltas + delta-deltas input features, yielding a UAR of 59.67%, outperforming the challenge baseline (45.10%) by a large margin. A great improvement over the challenge baseline was observed also for the test set results, where our best model yielded a UAR of 55.95%, compared to 47.50% of the challenge baseline model. In particular, our best setting yielded superior results over a similar setting that differs only by the input features used. These results are positive evidence that simpler and more general-purpose features, paired with a convolutional neural network and a large enough dataset, can outperform a standard approach relying on a large number of specialized features, as we hypothesized in the introduction.

In addition, when data augmentation was used, Table 3 also reports the UAR on the samples themselves from the development set, and the best predictor, that is, the best method to combine the predictions on samples to one prediction on a full-length example. The results in the table allow us to evaluate the contribution of the training data augmentation, which seems to improve the results for both SVM and neural network classifiers, using the ComParE features (a setting with a neural network classifier, no data augmentation and MFCC + deltas + delta-deltas input features was not evaluated for comparison, due to infeasible input size). For the SVM classifiers, combing the predictions on samples that were classified with a UAR of only 41.94%, was enough to yield a UAR of 55.11% for full-length examples. A similar phenomenon regarding the gap between the UAR on samples and full-length examples is present in all experiment settings that include data augmentation.

To further improve our results, we evaluated the majority voting of an ensemble, comprised of our best model together with six other models from the same setting, that differ from the best model by the number of feature maps in the convolutional layers, dropout probability, learning rate and momentum value. The ensemble of models yielded a UAR of 61.47% on the development set, and 58.33% on the test set.

4. Conclusion

We compared models from a few settings of neural networks and Support Vector Machines (SVM), differing in data augmentation and input features used, for the classification task of the INTERSPEECH 2016 Computational Paralinguistics Native Language subchallenge. For training data augmentation, we replaced the original examples with shorter overlapping samples extracted from them, multiplying the number of training examples by more than 37. We found that the best performing model on the development set is a Convolutional Neural Network model, using the augmented data set and trained in an end-to-end manner from MFCCs and their first and second order delta regression coefficients as input features. In particular, our best model obtained an Unweighted Average Recall (UAR) of 55.95% on the challenge test set (and 58.33% with an ensemble of similar models), improving over the challenge baseline of 47.50% by a large margin. The results are a positive evidence that specialized features for tasks in computation paralinguistics can be replaced by general-purpose and simpler features like MFCCs. In addition, we evaluated the isolated effect of training data augmentation, that yielded a 10.01% improvement in UAR using an SVM classifier with the provided challenge features, and a 5.75% improvement in UAR using a neural network model with the same features.
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