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Abstract

Most of the conventional speech enhancement methods operating in the spectral domain often suffer from spurious artifacts called musical noise. Moreover, these methods also incur an extra overhead time for noise power spectral density estimation. In this paper, a speech enhancement framework is proposed by cascading two temporal processing stages. The first stage performs excitation source based temporal processing that involves identifying and boosting the excitation source based speech-specific features present at the gross and fine temporal levels, whereas the second stage provides noise reduction by estimating standard deviation of noise in time-domain by using a robust estimator. The proposed noise reduction stage is quite simply implementable and computationally less complex as it does not require noise estimation in spectral domain as a pre-processing phase. The experimental results have established that the proposed scheme produces on an average 60-65% improvement in the signal-to-noise ratio (SNR) at 0 and -5 dB input SNR when compared to existing standard approaches.

Index Terms: Speech enhancement, noise-reduction, noise estimation, temporal processing.

1. Introduction

Despite the presence of enormous research efforts in the last few decades [1], single channel speech enhancement is still considered as one of the most challenging problem, mainly because of two reasons; Firstly, the nature and characteristics of speech signals change frequently in time and from application to application. Secondly, the additive background noise is non-stationary. So, it does not affect the speech spectrum uniformly and it is very difficult to accurately estimate the noise spectrum from spectral analysis [2].

1.1. Motivation

Most of the conventional solutions have been proposed in spectral domain [1][3][4][5], where the noise statistics is estimated from the STFT spectrum of the noisy speech. The magnitude spectrum of desired clean speech is estimated by multiplying a frequency dependent spectral gain function with the noisy signal spectrum. These methods are useful only when the acoustic noise is stationary and SNR is high. Apart from a few recent deep learning based methods of speech separation [6][7], none of the well-known techniques of speech enhancement based on signal processing was found to be promising in improving the speech intelligibility relative to unprocessed corrupted speech [8]. Moreover, these techniques increase the perceived quality at the expense of reduced intelligibility by introducing spurious artefacts known as musical noise in the processed speech signal [1]. In the current study, we have presented a speech enhancement system which consists of two temporal processing units in cascaded form. The only input available to the system is the single-channel speech samples corrupted by highly non-stationary acoustic noises. In the first stage, the speech dominated high SNR regions of the given input signal are selectively enhanced by weighting the linear prediction (LP) residual signal samples. A weight function is derived mainly by analyzing the excitation source based speech-specific gross level features (sum of the peaks in the discrete Fourier transform (DFT) spectrum, smoothed Hilbert envelope (HE) of the LP residual and modulation spectrum values) and fine temporal level features i.e. the instants of significant excitation [9][10]. The weighted residual signal samples are used to excite the time-varying all-pole LPC synthesis filter to produce enhanced speech. As this stage does not model the corrupting noise, it is ineffective in minimizing the degrading component and so the output of this first stage contains contaminating noise components. Henceforth, the output signal is subjected to another stage of processing which mainly aims to reduce the noise components from the signal. The second stage also processes the signal on a frame by frame basis in temporal domain and estimates noise standard deviation of each frame using a DATE (d-dimensional trimmed estimator) [11]. These noise standard deviation values are used to define a noise selection threshold in every frame.

1.2. Contribution of the current work

• The main advantage of the proposed approach is that the noise reduction stage (i.e. stage 2) does not require any spectral analysis as a pre-processing stage. So, the proposed method is computationally less complex and faster.

• The proposed approach does not require modelling of noise and it can be applied to enhance the speech for any kind of additive noise.

• Moreover, unlike spectral domain algorithms such as spectral subtraction [12], MMSE-LSA [4] etc, this method is almost free from annoying tonal artefact musical noise.

• Although in [11], DATE has been used only for Gaussian noise, but our extensive experiments have demonstrated that the proposed approach yields consistent improvement in terms of PESQ (perceptual evaluation of speech quality) and STOI (short-time objective intelligibility) scores in multiple noise conditions at various SNR levels when compared to other standard speech enhancement methods.

The remainder of the paper is organized as follows. In Section II, the proposed speech enhancement framework has been explained. Section III presents the experimental results. Finally, Section IV concludes the work.
2. Proposed framework

The proposed framework of speech enhancement consists of two processing units TP1 and TP2. The aim of the first stage of temporal processing (TP1) is to identify the high SNR regions in the noisy speech by exploiting vocal tract and excitation source informations, and enhance them relative to the low SNR regions while the TP2 provides noise reduction.

2.1. Stage-1 processing (TP1)

TP1 involves detecting and enhancing speech specific features present at the gross and fine temporal levels. TP1 consists of three main steps and mostly follows the processing demonstrated in [13]. The description of TP1 method is summarized as follows:

Step-1 Gross-level processing:
1) As the peaks in the DFT spectrum provide the vocal tract information, the sum of 10 largest amplitude peaks for each frame in STFT domain are computed.
2) The smoothed Hilbert envelope (HE) of the LP residual is computed which contains the excitation source information.
3) Next, the modulation spectrum is obtained which gives the long-term (supra-segmental) information of speech production.
4) These three parameters are enhanced by first order differentiation (FOD) [14]. The summed values of these parameters can be represented as the sum of a finite number of sinusoidal components. The speech signal is synthesized by taking the boosted speech components, but still has some noise components. Therefore, the sinusoidal analysis is done on the noisy speech signal to eliminate most of the noise components. The instants of significant excitation are detected by exploiting vocal tract and excitation source informations, and enhance them relative to the low SNR regions while the TP2 provides noise reduction.

Step-2 Fine temporal level processing:
1) It involves correctly identifying the instants of significant excitation from the given speech utterance. The instants of significant excitation can be obtained from HE of the LP residual. However, HE envelope of the degraded speech spuriously detects wrong peaks as the instants of significant excitation due to the noise components. Therefore, the sinusoidal analysis is done on the noisy speech signal to eliminate most of the noise components. In the sinusoidal modeling, the excitation signal can be represented as the sum of a finite number of sinusoidal parameters. The speech signal is synthesized by taking the eight largest peaks in each frame of STFT analysis.
2) After that, LP analysis is performed on the synthesized speech signal. Then the HE of the LP residual is computed and mean smoothed using 1 ms rectangular window to smooth out the smaller variations. The peaks in the large error regions, representing the instants of significant excitation are detected using the first order Gaussian differentiator (FOGD) [13].

\[ f_d(n) = \frac{1}{\sigma \sqrt{2\pi}} \left[ e^{-\frac{(n+1)^2}{2\sigma^2}} - e^{-\frac{n^2}{2\sigma^2}} \right], 1 \leq n \leq L_g \]  

where the length of the Gaussian window \( L_g = 80 \) samples and the standard deviation \( \sigma \) is set to 8.
3) Detecting instants are convolved with 3 ms hamming window.
4) The obtained function is termed as \textit{fine weight function} (FWF).

2.2. Stage-2 processing (TP2)

Algorithm 1 TP2

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Set the input noisy signal ( y(n) ).</td>
</tr>
<tr>
<td>2</td>
<td>Set the output signal ( \hat{y}(n) ).</td>
</tr>
<tr>
<td>3</td>
<td>The input signal is segmented into a set of short-time frames as ( y_f(m) = y(m + fM) ), where ( m=1, 2, \ldots, M ), ( f \in 0, 1, 2, \ldots, N - 1 ). The number of frames and frame-length in samples respectively.</td>
</tr>
<tr>
<td>4</td>
<td>Initialize detection threshold: ( \eta(\rho) = 0.5 \rho + \frac{1}{\lambda} \log(1 + \sqrt{1 - \exp(-\rho^2)}) )</td>
</tr>
<tr>
<td>5</td>
<td>Sort out the noisy sequence ( y_f(m) ) in ascending order of their amplitude values i.e. ( y_f(1) \leq y_f(2) \leq y_f(3) \leq \ldots \leq y_f(M) ).</td>
</tr>
<tr>
<td>6</td>
<td>Using Bienayme-Chebyshev-Markov inequality (BCMNI) compute ( k_{min}=M/2 - hM ), where ( h=\frac{1}{\sqrt{1-M(1-C)}} ) and ( C ) denotes the confidence degree.</td>
</tr>
<tr>
<td>7</td>
<td>( j=0 ); ( p=k_{min} )</td>
</tr>
<tr>
<td>8</td>
<td>( j \leq N-1 ) do</td>
</tr>
<tr>
<td>9</td>
<td>if (</td>
</tr>
<tr>
<td>10</td>
<td>else ( b_f=k_{min} )</td>
</tr>
<tr>
<td>11</td>
<td>end if</td>
</tr>
<tr>
<td>12</td>
<td>if ( y_f(k) \geq y(b_f) ) then ( \tilde{y}_f(p) = y_f(p) - \sigma_j )</td>
</tr>
<tr>
<td>13</td>
<td>else ( \tilde{y}_f(p) = 0 )</td>
</tr>
<tr>
<td>14</td>
<td>end if</td>
</tr>
<tr>
<td>15</td>
<td>end for</td>
</tr>
<tr>
<td>16</td>
<td>end for</td>
</tr>
<tr>
<td>17</td>
<td>Reconstruction: ( \hat{y}(n) = \sum_{j=0}^{N-1} \tilde{y}_f(p - jM) )</td>
</tr>
</tbody>
</table>

The output of the TP1 as shown in Figure 2(e) contains boosted speech components, but still has some noise components as TP1 does not model degrading noise information. Henceforth, the signal obtained from TP1 is further subjected to another temporal processing TP2 which processes the input signal frame by frame basis and estimates noise standard deviation (\( \sigma \)) based on a robust estimator DATE estimator [11]. DATE is one type of trimmed estimator which trims the magnitude or norms of the observed samples by assuming that the signal norms are above some unknown lower bound and that signal probabilities of occurrence are less than one half. Here we have considered one dimensional analysis i.e. \( d=1 \). The
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values of noise standard deviation are used to find frames of the noisy signal where speech can be considered to be absent. These values are also used to define a noise selection threshold. The amplitude values below this computed threshold values are treated as noise only samples and so these samples are discarded. Noise standard deviation values of each frame are then subtracted from the remaining samples to obtain the amplitudes of the enhanced speech signal. The detailed steps of TP2 is described in Algorithm 1. Two parameters \( \rho \) and \( \lambda \) (known as adjustment parameter) are important for initializing the threshold \( \eta \) and computing the noise selection threshold respectively. In TP2, the values of parameters \( \rho \) and \( \lambda \) are empirically selected. In [11], it has been shown that in case of Gaussian noise for \( \rho = 4 \) and \( \lambda = 0.7979 \), the performance of the estimator is the best. The confidence degree \( C \) is set to 95% as in [11]. In this work we found out the optimal values of \( \rho \) for other noise cases as well. It is evident from Figure 2(f) that the output of TP2 is free from degrading noise compared to output signal from TP1. The spectrograms for noisy speech and enhanced speech are also shown in Figure 3. It can be seen that the speech is enhanced not only in the regions where SNR is high but also in the regions of low SNR, associated with unvoiced speech regions. Since the noise reduction step in TP2 operates in time domain, the harmonic structure of the enhanced speech remains restored as almost same like clean speech.

3. Experimental results

3.1. Experimental setup and database

To evaluate the performance of the proposed approach, 50 sentences (clean speech samples) are chosen from TIMIT database. The utterances are evenly distributed between male and female speakers. In order to generate noisy stimuli, these clean speech utterances are then contaminated by various non-stationary acoustic noise instances (babble, factory, white Gaussian noise), which have been taken from NOISEX-92 database at various SNR levels (-5 dB to +10 dB) with 5 dB step.

3.2. Speech quality and intelligibility evaluation

Two objective measures PESQ and STOI [15] which are found to be highly correlated with subjective listening tests, are selected for the assessment of perceived speech quality and intelligibility respectively. We computed the PESQ and STOI scores for all the twenty five sentences for different noisy conditions at different SNR levels and compared with standard benchmark methods like MMSE-LSA method [4], multi band spectral subtraction (MBSS) [16], Combined spectral and temporal processing (CSTP) [13], consistent Wiener filtering (CWF) [17], Kalman filtering [18]. The average test result of PESQ and STOI improvement (\( \Delta \text{PESQ} \) and \( \Delta \text{STOI} \)) for various noise scenarios is reported in Table 1. The best results for every noise condition are shown in boldface. It is worth noticing that the proposed method outperforms all other methods in terms of

Figure 1: (a) Speech utterance contaminated by babble noise with 0 dB SNR (b) Gross weight function obtained from gross level processing of TP1 (c) Fine weight function obtained from fine temporal level processing of TP1 (d) Output signal of TP1 (e) Combined weight function obtained from fine temporal level processing of TP1 (f) Output of TP2 i.e. the enhanced signal.

Figure 2: The estimated noise standard deviation and detected threshold using TP2.

-3725
Table 1: PESQ and STOI improvement averaged over test data [represented as Δ PESQ (Δ STOI)]

<table>
<thead>
<tr>
<th>Type</th>
<th>SNR</th>
<th>Proposed Approach</th>
<th>MMSE-LSA</th>
<th>CSTP</th>
<th>CWF</th>
<th>Kalman Filter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Babble</td>
<td>-5 dB</td>
<td>0.16(0.06)</td>
<td>-0.03(0.06)</td>
<td>0.05(0.07)</td>
<td>-0.02(0.05)</td>
<td>0.02(0.08)</td>
</tr>
<tr>
<td></td>
<td>0 dB</td>
<td>0.18(0.06)</td>
<td>-0.06(0.16)</td>
<td>0.12(0.06)</td>
<td>0.06(0.06)</td>
<td>0.06(0.06)</td>
</tr>
<tr>
<td></td>
<td>5 dB</td>
<td>0.46(0.29)</td>
<td>-0.06(0.16)</td>
<td>0.12(0.06)</td>
<td>0.19(0.06)</td>
<td>0.19(0.06)</td>
</tr>
<tr>
<td>AWGN</td>
<td>5 dB</td>
<td>0.18(0.13)</td>
<td>-0.02(0.08)</td>
<td>0.04(0.09)</td>
<td>-0.06(0.05)</td>
<td>0.02(0.08)</td>
</tr>
<tr>
<td></td>
<td>0 dB</td>
<td>0.27(0.16)</td>
<td>0.17(0.16)</td>
<td>0.18(0.06)</td>
<td>0.12(0.08)</td>
<td>0.11(0.10)</td>
</tr>
<tr>
<td></td>
<td>5 dB</td>
<td>0.48(0.32)</td>
<td>0.26(0.16)</td>
<td>0.36(0.18)</td>
<td>0.12(0.06)</td>
<td>0.19(0.06)</td>
</tr>
<tr>
<td></td>
<td>10 dB</td>
<td>0.65(0.42)</td>
<td>0.55(0.21)</td>
<td>0.48(0.26)</td>
<td>0.39(0.18)</td>
<td>0.36(0.15)</td>
</tr>
<tr>
<td>Factory</td>
<td>-5 dB</td>
<td>0.23(0.17)</td>
<td>0.08(0.10)</td>
<td>0.04(0.08)</td>
<td>-0.16(0.13)</td>
<td>0.12(0.18)</td>
</tr>
<tr>
<td></td>
<td>0 dB</td>
<td>0.35(0.19)</td>
<td>0.11(0.12)</td>
<td>0.24(0.08)</td>
<td>0.08(0.02)</td>
<td>0.16(0.17)</td>
</tr>
<tr>
<td></td>
<td>5 dB</td>
<td>0.49(0.37)</td>
<td>0.22(0.12)</td>
<td>0.52(0.36)</td>
<td>0.19(0.09)</td>
<td>0.13(0.16)</td>
</tr>
<tr>
<td></td>
<td>10 dB</td>
<td>0.68(0.35)</td>
<td>0.52(0.37)</td>
<td>0.43(0.16)</td>
<td>0.35(0.24)</td>
<td>0.31(0.12)</td>
</tr>
</tbody>
</table>

Figure 3: Speech utterance in time domain and corresponding spectrograms: (a, b) spectrogram (c, d) speech waveform processed by only TP1 and its spectrogram; (e, f) speech waveform processed by proposed approach and its spectrogram.

PESQ and STOI evaluation, even for very low input SNR (-5 dB and 0 dB). The overall speech quality also has been evaluated by using composite objective measure [19] metric $C_{seg}$ which has been computed by linearly combining various objective measures such as PESQ, WSS (Weighted spectral slope), LLR (log-likelihood ratio), IS (Itakura-Saito distance), CEP (cepstrum distance), Segmental SNR ($SNR_{seg}$) and frequency weighted segmental SNR ($f_wSNR_{seg}$):

$$C_{seg} = 1.594 + 0.344f_wSNR_{seg} + 0.805PESQ - 0.512LLR + 0.006IS + 0.141CEP - 0.007WSS + 0.033SNR_{seg}$$  

The comparative result of overall signal quality improvement (Δ$C_{seg}$), as shown in Figure 4, clearly indicates that the signal quality improvement of our approach is also quite significant compared to other methods.

3.3. Computational complexity

We have compared the relative computational time for the proposed method with other conventional speech enhancement methods [4][16][17][18] by computing the processing time required to run the MATLAB programs (R2014a version) in a PC with Intel core i7 processor and 3.10 GHz clock frequency. The computed values of processing times for all these methods are normalized with respect to the processing time of the proposed method. The results presented in Table 2 imply that the proposed method is also computationally faster than the other existing methods.

4. Conclusions

A speech enhancement framework has been proposed, which is composed of mainly two stages of signal processing in temporal domain. The first stage relies on the speech production process, rather than noise data modelling. It boosts the signal components in the high SNR regions by identifying the instants of significant excitation, while second stage of processing provides noise reduction by estimating the noise standard deviation in each frame. It has been experimentally demonstrated that the proposed approach yields consistent improvement in perceived speech quality and intelligibility in terms of various objective measures even for signal with low SNR levels for different noise scenarios. As the proposed approach is computationally less complex, its real-time implementation will be a feasible future work for many portable voice communication devices.
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