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Abstract
This contribution addresses the problem of additive noise reduction using one-channel noise suppression system. A new implementation effective method is suggested and evaluated. The method consists of two independent parts. The noise estimation part is based on the noise matched filter producing an estimation of background noise without the need of a voice activity detector. The noise reduction part uses short-time spectral attenuation technique. The main idea reducing computational costs lies in the use of reduced number of frequency bands for computation of attenuation factors. Except of reduced number of operations this approach decreases fluctuations of estimated spectral gains, and therefore the speech distortion is low. Thus the suggested system eliminates the need of any enhanced speech postprocessing. A new effective approach is used for the inverse frequency transformation. In spite of the simplicity of the suggested method its performance is comparable with other existing one-channel noise reduction methods.

1. Introduction and problem definition
The problem of additive noise reduction has been intensively solved for last three decades. Many noise reduction systems have been developed and their main parts modified to achieve better performance and greater simplicity. This contribution is devoted to the further system simplification under constraint of preserving the system performance.

Limitations used on the system development can be summarized as follows:

- (G1) one-channel method without any voice activity detector;
- (G2) very low computational costs;
- (G3) low speech distortion and sufficient noise suppression.

To solve these conflicting requirements the following rules in descending order of priorities were used:

- (R1) the system simplicity and low computational costs;
- (R2) low number of tuning parameters;
- (R3) low speech distortion is more important than the level of noise reduction;
- (R4) character of residual noise has greater importance than the level of noise suppression.

2. Suggested solution
The whole system consists of two parts: noise estimation and noise reduction subsystems.

1) The noise estimation subsystem with respect to (G1) may use one of the following approaches: Martin’s [4], Doblinger’s [5], and noise matched filter (NMF) [1]. With regards to rules (R1) and (R2), the NMF approach has been chosen despite of the fact that the quality of noise estimation is not so good as in Martin’s or Doblinger’s methods [3]. In order to achieve further reduction of the computational costs compared with [1], the power spectra rather than magnitude spectra are applied in the suggested approach. Unfortunately, this approach results in an underestimation of the noise spectrum and leads to the lower noise suppression. On the other hand, the residual noise level and the speech distortion are lower than for [1]. In comparison with [1], the NMF approach has been slightly modified, therefore it requires two independent tuning parameters. This does not represent any complication for tuning of the system because the value of the added parameter can be changed in a very broad interval without noticeable influence on the system performance (for details see Section 3.2).

2) The noise reduction subsystem is based on a short-time spectral attenuation (STSA) technique attenuating the complex spectrum of the input signal according to spectral gains [11]. Three methods estimating spectral gains and satisfying the rules (R1) and (R2) have been compared: the power spectral subtraction (PSS), the so-called Wiener filtering (WF) [2] and the spectral subtraction (SS) [12] (for details see Section 3.3). No tuning parameter is required for this part of the system.

Main parts of both subsystems, the noise estimation and the spectral gains estimation, use critical band analysis [9] in the frequency domain because this approach satisfies all the rules (R1–R4). Reasonable compromise between the system performance and the system complexity represents two frequency bands per one critical band. The inverse frequency transformation is realized by the linear interpolation. This approach leads to the reduced number of operations and excludes the need of any further speech post-processing used for residual noise reduction in many one-channel noise reduction methods.

3. The system description
Let us suppose that the input signal \( x(n) \) consists of the clean speech \( s(n) \) and an environmental noise \( v(n) \) uncorrelated with \( s(n) \), i.e. \( x(n) = s(n) + v(n) \) and \( E[s(n)v(n)] = 0 \). Let \( X(k, I), S(k, I), \) and \( V(k, I) \) denote the discrete short-time spectra of the signals \( x(n) \), \( s(n) \), and \( v(n) \), respectively. Index \( k \) denotes the frequency index, \( k = 0, \ldots , N-1 \), parameter \( N \) is the size of the discrete Fourier transform (DFT), and \( I \) stands for the index of frame.

3.1 General framework
The proposed noise suppression system is based on common used STSA technique (see Fig. 1). The principle consists in the attenuation of the short-time spectrum \( X(k, I) \) of the input signal \( x(n) \) according to a time varying spectral gain \( G(k, I) \) to
produce the spectrum $\hat{S}(k, l)$ of enhanced speech. In the proposed system, the short-time analysis and synthesis is performed by use of the discrete short-time Fourier transform (DSTFT).

The time varying spectral gain $G(k, l)$ applied to each spectral component $X(k, l)$ is determined by a noise suppression rule. This suppression rule usually relies on the “relative signal power” \[ Q(k, l) = \frac{X_s(k, l)}{P_n(k, l)}, \]
where $X_s(k, l) = |X(k, l)|^2$ is the power spectrum of the input signal and $P_n(k, l)$ is an estimation of the power spectral density (PSD) of the noise.

Common used noise suppression methods evaluate the noise suppression rule for each spectral component. We have used the approach adopted from \cite{8}, which uses the fact that it is not desirable to estimate the relative signal power $Q(k, l)$ for each spectral component because in this way the estimation can be very sensitive to errors in the estimation of spectral values. The block diagram of the proposed estimation of spectral gains $G(k, l)$ is shown in Fig. 2. Firstly, the uniformly distributed spectral components $X(k, l)$ are mapped to the critical band scale (unit Bark) \cite{9}. The mapping is carried out by the formula
\[ X_p(b, l) = \sum_{k=k_L(b)}^{k_U(b)} X_s(k, l), b = 0, \ldots, B - 1, \]
where $k_L(b)$ and $k_U(b)$ are the lower and the upper limits of $b$th band, $B$ is the total number of bands. $X_p(b, l)$ represents the power in the $b$th band. The result of the frequency transformation $X_p(k, l)$ to $X_p(b, l)$ for one signal frame is illustrated in Fig. 3 (the top graph).

The total number bands $B$ depends on properties of the noise. There should be more bands for a narrow-band noise. We use two bands per one critical band (Bark) \cite{9}. That means that for audible range of frequencies there are at most 52 bands.

Secondly, the gain $G(b, l)$ of the $b$th band is computed by a common used noise suppression rule (see Section 3.3) from the power $X_p(b, l)$ of the input signal and an estimation $V_p(b, l)$ of the power of the noise in the $b$th band. Finally, the spectral gains $G(k, l)$ are computed from the gains $G(b, l)$ using the linear interpolation (see Fig. 3, the bottom graph). The linear interpolation has been used to avoid a distortion caused by a considerably different attenuation of the adjacent spectral lines.

### 3.2. Noise estimation subsystem

The subsystem for noise estimation is a modified version of \cite{1}. The model of the noise matched filter estimation is given in Fig. 4. The input signal $x(n)$ is composed from the clean speech $s(n)$ and an environmental noise $v(n)$. The output of the NMF $\hat{v}[n]$ should be an approximation of the noise $v(n)$. When noncausal NMF filter is used, the minimization of the cost function $J = E[\hat{v}[n]] = E[(v(n) - \hat{v}(n))^2]$ leads to the Wiener-Hopf equation
\[ \sum_{i=-\infty}^{\infty} h[i] R_{x,v}(m-i) = R_{v,v}(m+1), \quad -\infty < m < \infty, \]
where the $h[i]$ is the least mean squares estimation of the impulse response of the matched filter, $R_{x,v}(m-i)$ denotes the autocorrelation coefficients of $x(n)$, and $R_{v,v}(m+1)$ is the cross-correlation between $x(n)$ and $v(n)$. When $s(n)$ is uncorrelated with $v(n)$, $R_{x,v}(m) = R_{x,v}(m)$ and (2) can be reformulated to give the frequency response of the noncausal NMF
\[ H(e^{j\theta}) = \frac{\Gamma_{uv}(e^{j\theta})}{\Gamma_{xx}(e^{j\theta})}, \]
where $\Gamma_{uv}(e^{j\theta})$ and $\Gamma_{xx}(e^{j\theta})$ denote the theoretical PSDs of signals $v(n)$, $x(n)$, respectively. The denominator of (3) can be expressed in the form
\[ \Gamma_{xx}(e^{j\theta}) = \Gamma_{xx}(e^{j\theta}) + \Gamma_{uv}(e^{j\theta}), \]
where $\Gamma_{uv}(e^{j\theta})$ is the PSD of the unknown clean speech $s(n)$.

The implementation of (3) requires to replace the time invariant NMF by a time variant approximation of NMF \cite{1} as follows:

1. The theoretical PSDs $\Gamma_{uv}(e^{j\theta})$ and $\Gamma_{xx}(e^{j\theta})$ have to be replaced by their time dependent estimations $\hat{P}_x(b, l)$ and $\hat{P}_n(b, l)$, respectively.

2. The evaluation of $\hat{P}_x(b, l)$ requires a spectral smoothing that causes an unacceptable speech distortion. Therefore $\hat{P}_x(b, l)$ is evaluated using (4) which leads to the form $\hat{P}_x(b, l) = \hat{P}_x(b, l) + \hat{P}_x(b, l)$.
3) Directly unmeasurable $\hat{P}_l(b, l)$ is estimated according to $\hat{P}_l(b, l) = \max\{X_u(b, l) - \hat{P}_l(b, l), 0\}$, where $\hat{P}_l(b, l)$ is the exponentially averaged NMF output $\check{V}_l(b, l)$. The $\hat{P}_l(b, l)$ is then further smoothed by exponential averaging.

4) The final frequency response of the NMF is given by

$$\hat{H}(b, l) = \frac{\hat{P}_l(b, l - 1)}{\hat{P}_l(b, l - 1) + \hat{P}_l(b, l - 1)}.$$

The time delay between $\hat{H}(b, l)$ and PSSDs $\hat{P}_l(b, l - 1)$ and $\hat{P}_l(b, l - 1)$ is required for the NMF to be causal.

The whole noise estimation subsystem is shown in Fig. 5.

![Noise matched filter estimation.](image)

### 3.3. Noise suppression subsystem

The noise reduction subsystem exploits very simple suppression rules like PSS [2], WF [2] and SS [12]. Spectral gains $G(b, l)$ of these methods are summarized in Table 1 as functions of the relative signal level $Q(b, l) = X_u(b, l) / \check{V}_l(b, l)$, where $\check{V}_l(b, l)$ is used as an approximation of $\hat{P}_l(b, l)$. Values of $Q(b, l)$ lower than 1 are artificially set to 1 by use of the expression $\max\{Q(b, l), 1\}$, and therefore spectral gains $G(b, l)$ for $Q(b, l) < 0$ is set to 0. Fig. 6 displays dependencies of $G(b, l)$ on the relative signal power. It can be seen that SS attenuates also the spectral components with high relative signal level $Q(b, l)$, and therefore it is not suitable for signals with high signal-to-noise ratios (SNRs). It is more convenient to use WF or PSS (see Section 5).

<table>
<thead>
<tr>
<th>Method</th>
<th>Spectral Gain $G(b, l)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSS</td>
<td>$G(b, l) = 1 - \frac{1}{\max{Q(b, l), 1}}$</td>
</tr>
<tr>
<td>WF</td>
<td>$G(b, l) = 1 - \frac{1}{\max{Q(b, l), 1}}$</td>
</tr>
<tr>
<td>SS</td>
<td>$G(b, l) = 1 - \frac{1}{\max{Q(b, l), 1}}$</td>
</tr>
</tbody>
</table>

As we can see in Fig. 6, all introduced spectral gains $G(b, l)$ (as well as most of others) are monotonically increasing with the relative signal level $Q(b, l)$, and therefore the lower level of the noise spectrum leads to the lower noise suppression.

### 4. Notes on system implementation

#### 4.1. Signal analysis and synthesis

The parameters of DSTFT were set as follows: The input frame length $M$ corresponds to 30 ms. The size of the DFT $N = 2^{\left\lceil \log_2(M) \right\rceil}$. The analysis window Blackman-Harris (-92 dB) (BHW) [13], the overlap 75% (it should be emphasized that exactly for BHW the overlap should be 87.5%). The synthesis window rectangular. Experiments revealed that the BHW choice reduces the level of crackling (in comparison with frequently used Hann or Hamming windows) in the synthesized speech.

As mentioned before, the main reduction of computational costs is achieved by the evaluation of the suppression rule in $B$ (instead of $K = N/2 + 1$) bands. The implemented system uses $B = 43$ and $K = 513$ for the sampling rate 16000 Hz. The computational cost of the linear interpolation used in the inverse transformation is very low because the indices of centre frequencies of bands are in ascending order.

#### 4.2. Noise estimation subsystem

$\hat{H}(b, l)$ should not be zero for the proper behaviour of the NMF. This is ensured by $\hat{P}_l = \max\{\check{P}_l, \epsilon\}$, where $\epsilon$ is a properly chosen small constant. The time constant used in $\hat{P}_l(b, l)$ estimation varies in the interval 50–150 ms. This parameter has the strong influence on the performance of the system. The possible range of values for the time constant used in $\hat{P}_l(b, l)$ estimation is $8–15$ ms (11 ms was used). This value has a limited influence on the performance of the system. Smoothing of $X_u(b, l)$ prevents the spectral gains $G(b, l)$ to be zero, thus it acts similarly as the noise floor.

### 4.3. Noise suppression subsystem

The noise suppression part was implemented according to the rules given in Table 1.

### 5. Experiments and results

#### 5.1. Evaluation criteria

The proposed speech enhancement technique was evaluated using segmental signal-to-noise ratio (SNR) enhancement and informal listening tests. The local SNR value of frame $l$ with length $M$ can be expressed as

$$\text{SNR}(l) = 10 \log \frac{\sum_{n=\frac{M+M-1}{2}}^{M+M-1} y(n)^2}{\sum_{n=\frac{M+M-1}{2}}^{M+M-1} (y(n) - s(n))^2}.$$  \hspace{1cm} (6)

where $y(n)$ stands either for $x(n)$ (for SNR of the input signal $\text{SNR}_{\text{IN}}$) or for $\hat{s}(n)$ (for SNR of the enhanced signal $\text{SNR}_{\text{OUT}}$). Since frames with SNRs above 35 dB and below $-20$ dB do not reflect the perceptual contributions of the signal [14], the local SNRs were limited to be in range $[-20, 35]$ dB. The segmental SNR is formed by averaging the local SNRs as follows

$$\text{SSNR} = \frac{1}{L} \sum_{l=0}^{L-1} \text{SNR}(l).$$  \hspace{1cm} (7)
5. Conclusions

The implementation effective noise suppression system which does not need a voice active detector has been presented. This system belongs to the class of short-time spectral attenuation techniques. The main reduction of the computational cost has been achieved by the reduction of the number of frequency bands where the suppression rule is computed. To obtain the spectral gains of all spectral components the linear interpolation has been suggested. The noise estimation subsystem is based on the noise matched filter which implementation is very effective. The noise suppression has been achieved by a simple suppression rule like the power spectral subtraction or the Wiener filter. Experiments confirmed that this method, in spite of its computational cost, is comparable with MMSElog method combined with Martin’s noise estimation approach.
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