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Abstract
This paper describes new efficient Vector Quantization (VQ) techniques that enable low complexity implementations of VQ-based Noise Feedback Coding (NFC). These methods offer mathematical equivalence to higher complexity methods. Furthermore, the paper presents efficient codec structures for general noise shaping as used in BroadVoice®16 – a new SCTE® (Society of Cable Telecommunications Engineers) and PacketCable™ speech coding standard for Cable Telephony.
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1. Introduction
In order for speech coding paradigms to find successful applications practical issues such as computational complexity must be addressed. For the Code Excited Linear Prediction (CELP) coding paradigm [1] efficient techniques for excitation quantization have been developed since its initial conception. Examples of efficient CELP methods include the vector excitation coding techniques in [2], and the algebraic codebook techniques in ACELP [3]. Both of these approaches have found their way into many speech coding standards, e.g. [4].

Efficient techniques can generally be divided into four categories: Bit-exact techniques; mathematically equivalent techniques; perceptually equivalent techniques, and techniques offering increased efficiency at a measured degradation. This paper focuses on mathematically equivalent techniques for VQ in NFC [5] that enable implementations at much lower complexity compared to [6] and [7]. The mathematical equivalence guarantees the speech quality to also be equivalent.

The paper is organized as follows. Section 2 provides a brief introduction to VQ in NFC. Section 3 presents the efficient VQ techniques and general noise shaping followed by practical numbers in Section 4. Section 5 concludes the paper.

2. VQ in noise feedback coding
Noise feedback coding [8], [9] typically operates on a sample-by-sample basis. However, recently, in [6], VQ was proposed to improve the coding efficiency for the NFC prediction residual (excitation), and techniques utilizing the superposition principle were proposed to reduce the complexity of the corresponding VQ codebook search.

Noise feedback coding can be implemented with two fundamental structures as described in [8] and [9], and in [6] in the context of VQ – shown in Figure 1 and Figure 2. The first fundamental structure of NFC with VQ is shown in Figure 1. The resulting spectral shape of the coding noise, \( e(n) = s_q(n) - s(n) \), from quantizing \( u(n) \) with \( u_q(n) \) by choosing the codebook entry that minimizes the mean squared error (MSE), i.e. the energy of \( q(n) \), is given by (1).

\[
W(z) = \frac{1-F(z)}{1-P(z)}
\]

If \( P(z) \) is the typical short-term predictor of LPC,

\[
P(z) = \sum_{i=1}^{J} a_i z^{-i}.
\]

and the noise feedback filter is defined as \( F(z) = P(z/\gamma) \), \( 0 < \gamma < 1 \), then noise shaping similar to CELP is achieved [1].

The second fundamental structure of noise feedback coding utilizing VQ is shown in Figure 2.

The resulting spectral shape of the coding noise by minimizing the MSE between \( u(n) \) and \( u_q(n) \) during VQ is given by \( N(z) \) [8], [6]. Hence, the spectral shape of the coding noise can be controlled directly by the feedback filter \( N(z) - 1 \). Choosing \( N(z) = W(z) \) results in a noise shaping equivalent to the first fundamental structure.

The shaded area in Figure 1 and Figure 2 represents the core VQ, which comprises the VQ codebook search loop. It is obvious from studying and comparing Figure 1 and Figure 2 that the increased flexibility in controlling the noise shape with the structure of Figure 2 comes with a higher complexity of the core VQ. The cost function for the VQ is the power of the error signal \( q(n) \). Hence, the codebook entry providing the minimum MSE between \( u(n) \) and \( u_q(n) \) is selected. Conceptually, every codevector is passed through the filter structure and the one minimizing the energy of the error signal \( q(n) \) is selected.
However, as described in [6], it is advantageous to calculate the error signal as the superposition of two contributions, the Zero State Response (ZSR), \( q_{ZSR}(n) \), and the Zero Input Response (ZIR), \( q_{ZIR}(n) \):
\[
q(n) = q_{ZIR}(n) + q_{ZSR}(n).
\]  
(3)

The ZIR excludes the contribution of the codevector but includes the contributions of the input signal and filter memories to \( q(n) \). The ZSR excludes the contributions of the filter memories and the input signal but includes the contribution of the codevector to \( q(n) \).

### 3. Efficient VQ techniques

The VQ method in [6] adds the ZSR and ZIR contribution for every codevector and calculates the MSE of the VQ as
\[
E_i = \sum_{n=0}^{N-1} [q_{ZIR}(k,n) + q_{ZSR}(k,n)]^2,
\]  
(4)

where \( k \) denotes the codevector, and \( N \) is the vector size. Typically, the vector size, \( N \), is smaller than a frame length, \( L \), for which the filters of the structures are invariant [6]. A practical example has \( L = 40 \) samples and \( N = 4 \) samples [7]. Hence, there would be \( M = L / N = 10 \) consecutive input vectors for which the ZSRs of the codevectors would remain the same. With a codebook of \( K \) codevectors it would require \( 2K \cdot N \cdot M \) adds/macs/multiplies to calculate all error terms for a frame. This does not include the computations required to derive the ZIRs and ZSRs. All example frame and vector sizes in the following apply to the BroadVoice16 standard [7].

#### 3.1. The VQ error term

It is important to recognize that the ZIR for a VQ is independent of the codevectors, and that the ZSRs of the codevectors are invariant throughout a frame. With this in mind, the error term of (4) is expanded as follows
\[
E_i = \sum_{n=0}^{N-1} [q_{ZIR}(k,n) + q_{ZSR}(k,n)]^2 + 2 \cdot q_{ZIR}(k,n) \cdot q_{ZSR}(k,n)
\]  
(5)

where
\[
E_{ZIR} = \sum_{n=0}^{N-1} q_{ZIR}^2(n),
\]  
(6)

\[
E_{ZSR} = \sum_{n=0}^{N-1} q_{ZSR}^2(n),
\]  
(7)

\[
R(q_{ZIR}(k,n), q_{ZSR}(n)) = 2 \sum_{n=0}^{N-1} q_{ZIR}(k,n) \cdot q_{ZSR}(n).
\]  
(8)

Since the ZIR is independent of the codevectors, minimizing \( E_i \) of (5) is equivalent to minimizing
\[
\tilde{E}_i = E_{ZSR} + R(q_{ZIR}(k,n), q_{ZSR}(n)).
\]  
(9)

From (9) it can be seen that the energy of the codevectors only needs to be calculated once as the ZSRs are invariant for the \( M \) vectors in a frame. Hence, the only “search loop” calculation is the cross-correlation between the ZIR and ZSRs. Consequently, the complexity would be \( K \cdot (N \cdot M + N + M) \). Reusing the example numbers from above, with a codebook size of \( K = 32 \), this technique would result in 1728 compared to 2560 (\( 2K \cdot N \cdot M \) - see Section 3). There is an equal overhead for both calculation of per-frame ZSRs and per-vector ZIRs.

#### 3.2. A sign-shape structured codebook

Exploiting a structured codebook offers further reductions. A sign-shape codebook can be suitable [7]. Inspecting the error term of (9), it is evident that a signed codebook will result in pairs of error terms of the form
\[
\tilde{E}_i = E_{ZSR}(k) + R(q_{ZIR}(k,n), q_{ZSR}(n)),
\]  
(10)

where \( k = 0, 1, \ldots, K/2 - 1 \) and \( s \) identifies the sign of the codevector. Note that a signed codevector translates to a signed ZSR as the ZSR is a linear filtering of the codevector. Utilizing the sign-shape structured codebook, the complexity would be \( K/2 \cdot (N \cdot M + N + M) \), corresponding to 864 operations for the example numbers above. It is sufficient to only examine the error term corresponding to one of the signs for each of the \( K/2 \) shape codevectors as the cross-correlation term of (8) automatically identifies the optimal sign for a given codevector. If the cross-correlation term is negative, then from (10), it is evident that the positive sign is optimal and vice-versa. It should be noted that a sign-shape codebook additionally offers savings in calculating the ZSRs as only half need to be calculated. The other half is given by simple negation.

#### 3.3. VQ in TSNFC with pole-zero noise feedback filter

While the former two techniques apply to both structures the next technique addresses the structure of Figure 2 specifically. The benefit of this structure is the ability to directly specify the desired spectral noise shape. A transfer function of
\[
N(z) = \frac{1 - P(z)/g_{1}}{1 - P(z)/g_{2}}, \quad 0 < g_{1} < g_{2} < 1,
\]  
(11)

is proposed. It offers a more general noise shaping, comparable to the traditional perceptual weighting of CELP coders [4]. It represents the short-term noise feedback filter adopted in [7]. The techniques are presented in the context of Two-Stage Noise Feedback Coding (TSNFC) [6] which includes both short-term and long-term prediction and noise shaping. However, it applies equally to the regular NFC structure of Figure 2.

Figure 3 shows the TSNFC structure with a pole-zero short-term noise feedback filter (NFF) \( F_{n}(z)/F_{w}(z) \), short-term prediction \( P_{s}(z) \), long-term noise feedback filter \( N_{l}(z) \), and long-term prediction \( P_{l}(z) \).

Figure 3 TSNFC with pole-zero noise feedback filter.

According to (11) and (2), and Figure 2 and Figure 3, the pole-zero short-term noise feedback filter is given by
\[ N(z) = 1 - \frac{1 - P(z / \gamma_1)}{1 - P(z / \gamma_2)} = \frac{P(z / \gamma_1) - P(z / \gamma_2)}{1 - P(z / \gamma_2)} \]

where \( J_{\text{off}} \) is the order of the pole and zero sections of the noise feedback filter. Hence, the pole and zero sections of the noise feedback filter in Figure 3 are given by

\[ F_{p}(z) = 1 - \sum_{j=1}^{J_{\text{off}}} \alpha_j \gamma_j^j \cdot z^{-j} \quad \text{and} \quad F_{n}(z) = \sum_{j=1}^{J_{\text{off}}} \alpha_j \gamma_j^j \cdot z^{-j}, \]

respectively. For \( M > 1 \), efficient VQ would comprise:

1. ZSR calculation of codevectors
2. Loop over the \( M \) vectors in a frame:
   A. ZIR calculation
   B. Codebook search
   C. Filter memory update

### 3.3.1. ZSR calculation of codevectors

If the smallest lag of the long-term (pitch) predictor and the long-term noise feedback filter is greater than the maximum of the order of the zero section and pole section of the noise feedback filter and the order of the short-term predictor, then the ZSR calculation for the structure in Figure 3 reduces to the structure in Figure 4.

![Figure 4 Structure for ZSR calculation.](image)

The structure in Figure 4 can be further reduced to the structure in Figure 5 where \( H(z) \) is given by (15), in which \( \alpha_1, \alpha_2, \ldots, \alpha_{J_{\text{off}}} \) are the short-term predictor coefficients of \( P(z) \).

\[ H(z) = \frac{Q_{zSR}(z)}{U(z)} = \frac{1}{N(z) \cdot (1 - P(z))} \]

\[ = \frac{1 - P(z)}{(1 - P(z))(1 - P(z))} \left(1 - \sum_{j=1}^{J_{\text{off}}} \alpha_j \gamma_j^j \cdot z^{-j}\right) \]

The codevector dimension \( N \) determines the number of coefficients of \( H(z) \) that must be calculated. Typically \( N < J_{\text{off}} \). Consistent with previous examples typical numbers could be \( N = 4, J_{\text{off}} = 8 \) [7]. Once \( h(j), j=0,1,\ldots,N-1 \), is calculated by passing an impulse through the filter given by (15), the ZSRs of all codevectors are calculated according to

\[ q_{zSR}(k,n) = h(n) * u_k(n), \]

for \( k = 0,1,\ldots,K-1, \quad n = 0,1,\ldots,N-1 \). Equivalent to Section 3.2, a sign-shape codebook can be utilized to reduce the calculations to half, i.e. only for \( k = 0,1,\ldots,K/2-1 \).

### 3.3.2. ZIR calculation

The ZIR calculation for the structure in Figure 3 reduces to the structure shown in Figure 6. The ZIR calculation is performed prior to each of the \( M \) codebook searches.

![Figure 6 Structure for ZIR calculation.](image)

### 3.3.3. Codebook search

Based on the ZSRs of the codevectors and the ZIR, each of the \( M \) codebook searches is carried out by selecting the corresponding codevector that minimizes

\[ E_k = \sum_{n=0}^{N-1} q^2(k,n) = \sum_{n=0}^{N-1} (q_{zSR}(k,n) + q_{zIR}(n))^2. \]

This codevector is denoted \( u_k(n) \). Note that the efficient techniques presented in sections 3.1 and 3.2 can be used to implement the codebook search efficiently.

### 3.3.4. Filter memory update

Updating the filter memories of the structure in Figure 3 involves updating the memory of:

- the short-term predictor, \( p_s(n) \),
- the long-term predictor, \( p_l(n) \),
- the long-term noise feedback filter, \( n_l(n) \),

...
- the zero section of the short-term NFF, \( f_{z}(n) \),
- the pole section of the short-term NFF, \( f_{p}(n) \).

An alternative and more efficient method compared to straightforward filtering according to the structure of Figure 3 with the selected codevector as \( u_{k}(n) \), is to calculate the five filter memory updates as the superposition of the contributions from the ZSR and ZIR components. The contributions from the ZSR component to the five filter memories are denoted \( p_{z,28}(n) \), \( p_{p,28}(n) \), \( n_{z,28}(n) \), \( f_{z,28}(n) \), and \( f_{p,28}(n) \), respectively, and the contributions from the ZIR component are denoted \( p_{s,28}(n) \), \( p_{p,28}(n) \), \( n_{p,28}(n) \), \( f_{s,28}(n) \), and \( f_{p,28}(n) \), respectively. Conceptually, the structure to calculate the contributions to the five filter memories from the ZSR component is identical to the structure in Figure 4. It reduces to the structure depicted in Figure 7.

\[
\begin{align*}
  &f_{p,28}(n) \quad F_{p}(z) \quad f_{p,28}(n) \quad F_{p}(z) \\
  &n_{p,28}(n) \quad n_{z,28}(n) \quad n_{z,28}(n) \quad n_{z,28}(n) \\
  &f_{p,28}(n) \quad F_{p}(z) \quad f_{p,28}(n) \quad F_{p}(z) \\
  &p_{z,28}(n) \quad p_{z,28}(n) \quad p_{z,28}(n) \quad p_{z,28}(n) \\
  &u_{k}(n) \quad s_{k}(n) \quad s_{k}(n) \quad s_{k}(n)
\end{align*}
\]

Figure 7 ZSR contribution to filter memories.

It can be seen that
\[
\begin{align*}
  p_{z,28}(n) &= u_{k}(n), \\
  n_{z,28}(n) &= q_{z,28}(n), \quad \text{and} \\
  f_{z,28}(n) &= q_{z,28}(n),
\end{align*}
\]
which are all available from the ZSR calculation corresponding to the selected codevector \( u_{k}(n) \), and hence require no calculations. The filter memory update for the short-term predictor, \( p_{z,28}(n) \), must be calculated. From Figure 7 it is evident that this calculation is independent of any of the other filter memories. Furthermore, it can be shown that the ZSR contribution to the pole-section of the short-term noise feedback filter can be expressed as
\[
f_{p,28}(n) = -q_{z,28}(n) - p_{z,28}(n). \tag{21}
\]

Referring to Figure 6 it is evident that the ZIR contributions to the five filter memories are all available from the ZIR calculation prior to the codebook search, and consequently, no additional calculations are necessary. From the ZSR and ZIR contributions, the final updates of the filter memories are calculated as
\[
\begin{align*}
  p_{z}(n) &= p_{z,28}(n) + p_{z,28}(n), \\
  p_{p}(n) &= p_{p,28}(n) + p_{z,28}(n), \\
  n_{p}(n) &= n_{z,28}(n) + n_{z,28}(n), \\
  f_{z}(n) &= f_{z,28}(n) + f_{z,28}(n), \\
  f_{p}(n) &= f_{p,28}(n) + f_{p,28}(n).
\end{align*}
\]

Obviously, this offers a much more efficient method to update the filter memories compared to simply filtering the selected codevector through the structure of Figure 3.

### 4. Practical numbers

Since the presented techniques addressing complexity are mathematical equivalent they provide equivalent speech quality. Section 3 contains equations and example numbers of the complexity savings. Table 1 below compares the number of adds/macs/multiplies per 5 ms for the methods in [6] that are applicable via extension or directly comparable. The numbers represent the TSNFC configuration with short-term pole-zero noise feedback filter of BroadVoice16 [7].

<table>
<thead>
<tr>
<th>Complexity comparison</th>
<th>Codebook search</th>
<th>Filter memory update</th>
</tr>
</thead>
<tbody>
<tr>
<td>According to [6]</td>
<td>(2K \cdot N \cdot M)</td>
<td>((3J + 11) \cdot N \cdot M)</td>
</tr>
<tr>
<td>Proposed</td>
<td>(K/2 \cdot (N \cdot M + N + M))</td>
<td>((7N + N/2 \cdot (N - 1)) \cdot M)</td>
</tr>
</tbody>
</table>

\[
\begin{align*}
  K &= 2560 \\
  M &= 1400 \\
  N &= 340
\end{align*}
\]

### 5. Conclusion

The paper presented methods to implement VQ in NFC and TSNFC in a very efficient manner. It also presented the method of the PacketCable and SCTE BroadVoice16 standard to achieve noise shaping similar to the typical perceptual weighting in CELP coders, including associated efficient methods. The complexity savings were demonstrated using the PacketCable and SCTE BroadVoice16 codec parameters. All methods are part of Broadcom’s efficient implementation of TSNFC in BroadVoice16 – a new speech coding standard for Voice over Cable in North America.
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