Artificial Bandwidth Extension for Speech Signals using Speech Recognition
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Abstract

In this paper, we propose a non-realtime speech bandwidth extension method using HMM-based speech recognition and HMM-based speech synthesis. In the proposed method, first, the phoneme-state sequence is estimated from the bandlimited speech signals using the speech recognition technique. Next, for estimating spectrum envelopes of lost high-frequency components, an HMM-based speech synthesis technique generates a synthetic speech signal (spectrum sequence) according to the predicted phoneme-state sequence. Since both speech recognition and speech synthesis take into account dynamic feature vectors, we can obtain a smoothly varying spectrum sequence. For evaluating the proposed method, we conducted subjective and objective experiments. The experimental results show the effectiveness of the proposed method for bandwidth extension. However, the proposed method needs more improvement in speech quality.

Index Terms: bandwidth extension, speech recognition, HMM, dynamic features

1. Introduction

In general, bandwidth limited speech signals are hard to catch for humans. For example, when speech is transmitted through telephone lines, both the high and low frequency speech components are lost by limiting the frequency bandwidth. Therefore, speech clarity and speech presence are lost, and deterioration of speech quality takes place. Low quality speech caused by narrowed frequency bandwidth is called bandlimited speech. It is important to improve the speech quality of a bandlimited speech for communications.

In recent years, various methods have been proposed for improving degradation of speech quality caused by bandlimiting[1]. In bandwidth extension (BWE) methods, the lost components are artificially estimated and generated from the bandlimited speech information and wideband speech is generated by complementing the estimated components to the bandlimited speech. A typical BWE method uses the technique of linear mapping[2], codebook mapping[3] and layered neural network[4]. Statistical methods, such as GMM[5] and HMM[6], are also applied for accurate estimation in BWE. However, while the generated wideband speech of the conventional methods improves the feeling of the bandwidth extension, it is necessary to improve the speech quality. To improve the generated wideband speech quality, it is necessary to generate the lost components more accurately.

2. BWE using Speech Recognition

2.1. Outline of the proposed method

A block diagram of the proposed method is shown in Figure 1. First, an HMM-based speech recognizer with a speaker-independent HMM and an N-gram language model predicts the phoneme-state sequence from the bandlimited speech signal. Next, an HMM-based speech synthesizer[7] with a
shows a more precise diagram of the proposed method.

Here, we will give the full details of the algorithm. Figure 2 2.2. Algorithm

speaker-independent HMM generates a spectrum envelope sequence according to the predicted phoneme-state sequence. The excitation signal is generated by full-wave rectification of the bandlimited speech source signal. Next, using this information (spectrum envelope sequence and speech source signal data), the MLSA (Mel Log Spectral Approximation) filter[8] synthesizes the wideband synthetic speech. Finally, the wideband speech is generated by adding the inputted bandlimited speech and high-frequency components of the synthetic speech.

Figure 2: speech bandwidth extension method using synthetic speech waveform

Since it is very difficult to find the $\tilde{Y}$ directly, we propose to use speech recognition and speech synthesis. $\tilde{Y}$ is estimated by the following steps:

(1) the mel-frequency cepstral coefficients at frame $t$, $c_s(t)$ are derived from the inputted bandlimited speech frame. The dynamic features $c_{d}(t)$ and $c_{dd}(t)$, i.e. delta and delta-delta mel-cepstral coefficients at frame $t$, are also calculated. Then, the feature vector of each frame, $C_s(t)$, is represented respectively as follows:

$$ C_s(t) = \begin{bmatrix} c_s(t)^T, \Delta c_s(t)^T, \Delta^2 c_s(t)^T \end{bmatrix}^T, $$

where, $^T$ denotes transposition of the vector. The excitation signal is also extracted using an analysis filter based on the mel-frequency cepstrum.

(2) The HMM-based speech recognizer with a band-limited speaker-independent HMM and an N-gram language model finds the phoneme-state sequence (HMM state sequence), $\{\tilde{s}(1), \ldots, \tilde{s}(L)\}$ which maximizes the following conditional probability:

$$ P(\{\tilde{s}(1), \ldots, \tilde{s}(L)\} | \{C_s(1), \ldots, C_s(N)\}), $$

where, $L$ is the number of phoneme-states and is smaller than $N$.

(3) The Viterbi algorithm, employed by the speech recognizer estimates the HMM-state corresponding to the observed speech frame sequence $X$. This calculation is simultaneously carried out during the speech recognition process. As a result, the predicted HMM-state time series, $\tilde{S} = \{\tilde{s}(1), \ldots, \tilde{s}(N)\}$, is obtained.

(4) The HMM-based speech synthesizer[7] with a wideband speaker-independent HMM generates a cepstrum sequence, $\{C_y(1), \ldots, C_y(N)\}$, that maximizes the following conditional probability:

$$ P(\{C_y(1), \ldots, C_y(t), \ldots, C_y(N)\} | \tilde{S}), $$

where,

$$ C_y(t) = \begin{bmatrix} c_y(t)^T, \Delta c_y(t)^T, \Delta^2 c_y(t)^T \end{bmatrix}^T. $$

Without dynamic features, the cepstrum sequence that maximizes equation (9) is a sequence of the mean vectors of corresponding HMM-states. However, a smoothly varying cepstrum sequence, or a spectrum envelope sequence, is obtained by taking into account dynamic features [9]. Finally, using the estimated cepstrum sequence, the MLSA filter[8] synthesizes the wideband synthetic speech, $\tilde{y}(t)$, using the excitation signal obtained in step (1). For extension of the excitation signal, up-sampling and full-wave rectification are applied.

(5) Using a high-pass filter, $H_{HP}(\omega) \left(3.4kHz \div 8kHz\right)$, a high-frequency waveform, $\tilde{y}_h(t)$, is extracted from the synthetic speech, $\tilde{y}(t)$. Finally, the wideband speech signal, $y(t)$, is obtained by adding the extracted waveform, $\tilde{y}_h(t)$, to the up-sampled input speech signal, $x_{up}(t)$.

$$ y(t) = x_{up}(t) + \tilde{y}(t). $$
3. Experiments

To evaluate the proposed method, objective and subjective experiments were conducted. For comparison, a BWE method based on codebook mapping was also evaluated.

3.1. Experimental conditions

3.1.1. Speech recognition

Training data consisted of 2,700 utterances from 54 female speakers in the JNAS database[10]. These training data were preliminarily down-sampled by using sox[14]. The acoustic analysis conditions are shown in Table 1. For acoustic models, shared-state triphone HMMs with 16 Gaussian mixture components per state were trained using HTK[15]. In total, there were 1,100 HMM-states. We used Julius[11, 16] for the speech recognizer with a 20,000 word lexicon and a tri-gram language model.

3.1.2. Speech synthesis

The speaker-independent HMM for speech synthesis was trained with the same 2,700 utterances from 54 female speakers. The acoustic analysis conditions are shown in Table 2, which were different from the ones used for recognition. For acoustic models, shared state triphone HMMs with a single Gaussian per state were trained. As with speech recognition there was a total of 1,100 HMM-states. We used SPTK[17] for acoustic analysis and speech synthesis, and HTK[15] for training the acoustic model.

3.1.3. Codebook mapping

For comparison, a BWE method based on codebook mapping [3] was implemented. Table 3 shows experimental conditions used with this method.

3.1.4. Test set

For the test set, we used ten utterances from a female speaker who was not included among the HMM training speakers. For simulating the bandwidth limitation, bandlimited speech (0 - 3.4kHz) was artificially generated in each utterance by downsampling (16kHz to 8kHz) using sox[14].

3.2. Objective evaluation

For the objective evaluation, the segmental SNR (SNRseg) was measured using the original wideband speech and the created bandwidth extended speech to compare the speech quality between the two. SNRseg is calculated using the following equation.

\[
SNR_{seg} = \frac{1}{M} \sum_{j=0}^{M-1} 10 \log_{10} \left( \frac{\sum_{n=0}^{L-1} x(j, n)^2}{\sum_{n=0}^{L-1} (\tilde{x}(j, n) - x(j, n))^2} \right) \tag{12}
\]

where, \(x(j, n)\) and \(\tilde{x}(j, n)\) is the \(j\)-th original speech frame (16kHz) and the bandwidth extended speech at time \(n\) respectively, \(L\) is the number of sample data for each frame, and \(M\) is the number of frames.

3.3. Subjective evaluation

Subjective evaluation was expressed in five stages and a comparison mean opinion score (CMOS)[12] was calculated. In the subjective experiment, the generated wideband speech and the bandlimited speech were presented to eight listeners in order of “the bandlimited speech → the wideband speech” or “the wideband speech → the bandlimited speech” randomly. The listeners assigned scores for “feeling of bandwidth extension” and “speech quality” based on Table 4. Before the experiments, an example of “feeling of bandwidth extension” was presented to the listeners using a bandlimited speech example with its original wideband version.

3.4. Experimental results

Table 5 shows the objective evaluation results. These values are mean values of SNRseg for each method. From the table, we can see that the proposed method is able to improve the speech quality over the conventional codebook mapping algorithm a little.

Table 6 shows the subjective evaluation results. These values are the mean CMOS values for each method. From the
Table 5: Results of the objective evaluation experiments (distortion to the original speech (SNRseg))

<table>
<thead>
<tr>
<th>method</th>
<th>SNRseg (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>proposed method</td>
<td>17.2</td>
</tr>
<tr>
<td>codebook mapping</td>
<td>15.6</td>
</tr>
</tbody>
</table>

Table 6: Results of the subjective evaluation experiments (average CMOS)

<table>
<thead>
<tr>
<th>method</th>
<th>speech quality</th>
<th>speech bandwidth</th>
</tr>
</thead>
<tbody>
<tr>
<td>proposed method</td>
<td>-0.5</td>
<td>+0.7</td>
</tr>
<tr>
<td>codebook mapping</td>
<td>-1.0</td>
<td>+0.9</td>
</tr>
</tbody>
</table>

table, we can see that both methods were able to improve the bandwidth extension. The proposed method had slightly better speech quality, but the result is still not as good as we hoped. The listeners found the proposed method created noise in the speech.

Figure 3 shows the spectrogram of speech in the proposed method. The spectrum envelopes of the proposed method seem to be more flat than the original ones. This result is probably brought by the use of the speaker-independent single Gaussian HMM for the speech synthesis. Hence, we will attempt to use the speaker-adapted multi-mixture HMM in the future. We will also consider a spectral conversion technique [13] that does not consider phoneme as an intermediate for effective bandwidth extension. We also have to improve the extension method of the excitation signal, which is the probable cause of noisy impression the listeners had.

4. Conclusion

We proposed a non-realtime speech bandwidth extension method using speech recognition and speech synthesis. In the proposed method, the spectrum envelope sequence was estimated by means of maximum likelihood taking into account dynamic features. In the objective experiments, the proposed method showed an improvement of 1.6 dB in the segmental SNR compared with conventional codebook mapping. In the subjective experiment, the proposed method showed similar “feeling of bandwidth extension” and a little improvement in “speech quality” compared with codebook mapping. However, the speech quality is still not good enough, because of listeners impression of noise that is probably caused by the excitation signal. Hence, we will attempt to improve the extension method of the excitation signal.
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