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Abstract

In this paper, we present a novel approach to speaker clustering involving the use of hetero-associative neural network (HANN) to compute very low dimensional speaker discriminatory features (in our case 1-dimensional) in a data-driven manner. A HANN trained to map input feature space onto speaker labels through a bottle-neck hidden layer is expected to learn very low dimensional feature subspace essentially containing speaker information. The lower dimensional features are further used in a simple k-means clustering algorithm to obtain speaker segmentation. Evaluation of this approach on a database of real-life conversational speech from call-centers show that clustering performance achieved is similar to that of the state-of-the-art systems, although our approach uses just 1-dimensional features. Augmenting these features with the traditional mel-frequency cepstral coefficients (MFCC) features in the state-of-the-art system resulted in improved clustering performance.

Index Terms: hetero-associative neural network, feature extraction, speaker clustering.

1. Introduction

The aim of speaker clustering is to identify segments belonging to a single speaker in a speech utterance recorded during conversation between multiple speakers. Identifying such homogeneous speaker segments is important for tasks such as automatic speech recognition (ASR), information retrieval, and audio indexing. For example, knowing ‘who spoke when’ is extremely useful in improving the recognition accuracy of the ASR systems through efficient speaker adaptation procedures such as vocal tract length normalization (VTLN) [1], maximum likelihood linear regression (MLLR) [2], and feature-space MLLR (FMLLR) [3, 4]. Similarly, knowing ‘who spoke what’ can potentially be used to improve text analytics procedures that follow ASR output in scenarios involving call-center speech analytics.

Traditional approaches to speaker clustering are either top-down or bottom-up. Top-down approaches start with a single speaker and detect and add speakers in succession, for example, using evolutive hidden Markov models (E-HMM) [5]. Bottom-up approaches, also called hierarchical or agglomerative clustering [6, 7, 8], start with a larger number of speakers and merge the corresponding segments until a stop point is reached, resulting in a desired number of distinct speakers. Typically in agglomerative clustering, the first step is to identify all the speech segments using a speech activity detection (SAD) system. These segments are initially assumed to belong to different speakers, and a merging algorithm is used to merge these segments into speaker-homogeneous segments. The merging procedure typically involve extraction of feature vectors from those segments to model them using Gaussian mixture models (GMM) and then to decide about merging based on value of a pre-selected criterion such as overall data likelihood [9]. Typical features used for clustering are the traditional features, as used in ASR systems, such as mel-frequency cepstral coefficients (MFCC), assuming that the speaker information present in these features would lead to a good clustering performance. However, the presence of other information, especially the spoken text information, leads to large undesired variability resulting in a need for efforts to handle them.

In this paper, we present a hetero-associative neural network (HANN) [10] based approach to extract features that hopefully would contain only relevant speaker information, resulting in a simple procedure for merging step. In fact, as will be shown in the later sections of the paper, we extract 1-dimensional features and use a very simple clustering algorithm to achieve performance similar to that of the current state-of-the-art systems. HANN is able to achieve this by learning a feature extraction procedure (suitable for speaker discrimination task) through a tighter integration of feature extractor and classifier during training. In fact, such method of extracting features using HANN is not limited to only the speaker clustering problem, but could be applied in general to any pattern classification problem.

In section 2, we explain the procedure of extracting very-low dimensional class-discriminatory features using HANN, including the specifications of how we extract 1-dimensional features as used in this paper for speaker clustering task. In section 3, we explain a simple algorithm based on k-means clustering used to perform speaker clustering utilizing those 1-dimensional features. In section 4, we explain the experimental setup used to evaluate our approach, including the database and a state-of-the-art system used to establish a baseline. In section 5, we present and discuss the experimental results. In section 6, we conclude and discuss the potential future extensions of this work.

2. Feature extraction using HANN

Hetero-associative neural network (HANN) is basically a feed-forward neural network [10] with structural constraints, used to perform input feature to class-label mapping. The typical architecture of a HANN is given in Figure 1. It has an input layer, an output layer, and one or more hidden layers. Input layer has number of neuronal units equal to the input feature dimension. Number of units in the output layer is equal to the number of distinct class labels assigned to input features. Hidden layers have one or more units. One of the hidden-layers, called the bottle-neck layer, has number of units lesser than any other layer in the network. The presence of bottle-neck layer makes HANN an interesting candidate for extracting class-discriminatory fea-
tues in a data-driven manner.

HANN, as shown in the figure 1 can be divided into two parts: 1) part of the network from the input layer to the bottleneck layer, and 2) part of the network from bottle-neck layer to the output layer. The first part of the network can be viewed as a feature extractor as it effectively transforms the input space onto a lower dimensional space. Similarly, the second part of the network can be viewed as a classifier as it effectively performs classification of the features obtained out of the first part of the network. Thus, HANN is basically a framework where the feature extractor and the classifier are integrated tightly together.

Given a training set of input features and the corresponding class labels, training a HANN would basically make it learn the feature extractor and the classifier in conjunction with each other. At the end of the training, feature extractor learned in the network is expected to generate features that mainly contain class discriminatory information. This is because projection onto a lower dimensional space would discard unwanted information from the input space. However, it would still retain the relevant class discriminatory information to the maximum possible extent as otherwise it would result in poor classification performance. A counter-part of HANN called auto-associative neural network (AANN), which tries to map the input onto itself through a bottle-neck layer, has been analysed extensively in the literature to show that its feature extractor part projects the input space onto a maximum variance non-linear subspace, thus performing a non-linear equivalent of principal component analysis (PCA) [11, 12]. Similarly, feature extraction part of HANN is expected to project the input space onto a maximum classification information space, thus performing a non-linear equivalent of linear discriminant analysis [13] (LDA).

2.1. Speaker-discriminatory features

Features used for speaker clustering experiments are 1-dimensional, computed using a 5-layer HANN trained with ground-truth speaker labels of about 2 minutes of speech from a single conversation involving two speakers. We have chosen to compute 1-dimensional features because if these features can be shown to achieve good clustering accuracy that would validate our claim that HANN learns essential classification information subspace. Also we have chosen to use a five layer network because that is the minimum number of layers required to perf-
find the speaker segments.

4. Experimental setup

The database used to evaluate the proposed speaker clustering approach consists of recordings from call-center conversations, each involving two speakers, the agents and the customers. Thus the number of distinct clusters to be found out from 1-dimensional features using k-means algorithm, as explained in section 3, is fixed as 2. We have taken 100 recordings from rental car booking related conversations. Each of the conversation is about 2-3 minutes long, altogether resulting in approximately 4 hours of speech data. The sampling frequency of the recordings is 8 KHz. The recordings used are harder to deal with because they are collected in a real-life scenario with various kinds of noise and variabilities introduced by customer’s location and mood such as agitation, frustration, pleasure, and satisfaction. To get an idea of the difficulty of the data in hand, best word error rate achieved with such data while performing a speech recognition experiment is about 40%.

4.1. Baseline system

In this section, we describe a baseline speaker clustering system used in this paper, that is able to achieve state-of-the-art clustering performance [16, 17] in the NIST speaker diarization evaluation. The first step is to segment into speech and non-speech, using speech/non-speech segmentation algorithm as explained in section 3 [14, 15]. The part of the data marked as non-speech is then ignored in the rest of the processing, resulting in several contiguous segments of speech. We assume initially that each of these chunks of speech comes from a single speaker. We then cluster these segments into k clusters using k-means clustering with data likelihood as the criterion and modeling each segment cluster with a single full covariance Gaussian. Finally we merge these k clusters into two clusters (for our data set we know a priori that each call contains two speakers). When merging, we merge at each step those two clusters that give the smallest loss in likelihood when merged into one cluster. MFCC features are used during clustering.

5. Results and discussion

First two lines in Table 1 gives speaker clustering accuracy achieved with our baseline approach and the proposed HANN based approach. Accuracy is computed as a percentage of time during which computed speaker labels agree with the ground-truth speaker labels. As can be seen, proposed approach is able to achieve accuracy similar to that of the baseline approach, in fact 0.5% better. This is interesting given the fact that proposed approach is able to achieve such accuracy with just 1-dimensional features, which in fact validates our claim that HANN is able to extract features that dominantly contain speaker specific information. Such 1-dimensional features and a simple k-means clustering algorithm is able to achieve performance similar to that of the state-of-the-art system.

In the next experiment, we have augmented the MFCC feature with the 1-dimensional feature computed using HANN, and used the combined feature in the baseline system. Third line in the Table 1 gives the clustering accuracy achieved, an improvement of 1.4% absolute. This clearly illustrate the effectiveness of the 1-dimensional feature.

6. Conclusions and future work

In this paper, we have presented a novel approach to speaker clustering using hetero-associative neural network (HANN).
This approach uses HANN to learn very low dimensional (1-dimensional) speaker discriminatory features and use them in a simple $k$-means clustering algorithm to find out speaker segments. These 1-dimensional features are able to achieve clustering performance similar to that of the state-of-the-art system. In addition, augmenting these features with the standard MFCC features in a state-of-the-art speaker clustering system resulted in an improved performance, clearly demonstrating the effectiveness these 1-dimensional features. This in fact, validates our claim that HANN is able to learn class-discriminatory subspace.

In the work for this paper, 1-dimensional speaker discriminatory features are derived from standard MFCC features by feeding them at the input of the HANN. However, MFCC features are originally developed for speech recognition task and keeping that in mind MFCC feature extraction procedure goes through steps to smooth out irrelevant variables, including speaker variability. An interesting trial to make in the future is to learn the lower dimensional speaker discriminatory features directly from the speech signal or its spectral representation. Another interesting trial would be to extract long-term speaker related variabilities by performing feature extraction on a longer window of speech. Apart from this, for this paper, HANN was trained using ground-truth speaker labels of just 2 minutes length of speech. We can expect an improved performance by training HANN with more data. However this requires a careful pre-selection of utterances to coherently contribute to the learning of discriminatory feature subspace. Also, in this paper, the proposed approach is illustrated on a database of conversational speech involving 2 speakers. An interesting extension would be to evaluate using speech involving more than two speakers in the same conversation.

Finally, but most importantly, in this paper, HANN is shown to be a promising data-driven discriminatory feature extractor just for the case of speaker clustering task. However, this approach of discriminatory feature extraction using HANN is in general applicable to any pattern recognition problem, specifically would be interesting to try this approach to extract class discriminatory features for speech recognition task.
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