Multivariate Analysis of Vocal Fatigue in Continuous Reading
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Abstract

We present an experimental paradigm to measure changes in characteristics of speech under vocal fatigue. As speech material, we have chosen a vocal load (3 hours) and a cognitive process (aloud continuous reading) that can induce some fatigue of the reader. The fatigue is verified using an analysis of reading errors and of disfluencies. A multivariate analysis based on Wilks’ lambda test, on 169,042 occurrences of phonemes, allows to analyze spectral and prosodic changes on each phonetic class. The results upon six readers show that the nasals (vowels and consonants) are the phonemes the most discriminative in vocal fatigue.

Index Terms: vocal fatigue, non-linguistic cues, phonetic classes, multivariate analysis

1. Introduction

Our study on vocal fatigue uses an experimental paradigm for measuring changes in vocal observations under induced condition of vocal fatigue. Many articles in the experimental literature on vocal fatigue describe conditions such as sleep deprivation and/or sustained/overload task [1-5]. The nature of the fatigue which is induced by such processes is physiologic and/or neurologic. The task we have chosen for this study is the aloud continuous reading during about 3 hours which is a quite long duration for reading.

In psychology, many studies on reading investigate the role played by the speech production during reading. From visual to meaning, several hypotheses exist of speech recoding in the reading which are always debated [6]. This recoding consists in the transformation from printed words to a speech-based code: an intermediary stage before understanding. The nature of the speech units involved in the cognitive process is a part of the debate (articulatory, acoustic, auditory imagery or a more abstract code). Reading is a skill that involves a complex cognitive processing [6-7]. For a trained or a professional reader, the skill consists in reading and interpreting fluent the content with a prosody suitable to the emotional intention of the author.

Many studies on vocal fatigue in speech pathology [8, 9] investigate the effect of vocal load on voice disorders. The symptoms of vocal fatigue are various and explained by the physiologic mechanisms of vocal production. Among the important contributors to vocal production and among all the muscles involved in the vocalization, the vocal folds are the most studied in the works related to the neuromuscular fatigue. In prolonged vocal use, the vocal folds seem to sustain an increasing viscosity and a decreasing in blood circulation, these are probable factors inducing some voice disorders [10]. An overload of vocal use induces a vocal fatigue as it is suggested/shown in various studies [8-10], even if the fibers of vocal folds are highly resistant.

Publications related to vocal fatigue induced by a task are numerous [8-13] and their results are difficult to compare. In related work experiences on reading, the reading task is very variable according to the read content (vowels, isolated sentence, text), the production constraint on pitch and intensity level, the background noise level, the duration of reading (from 20 to 150 minutes), the number of readers (from 1 to 50). In related work, a high number of prosodic and/or spectral parameters have been investigated and the results often conflicting [10]. For the discussion, we will give our findings on spectral and prosodic parameters.

2. Speech material

For our investigation on vocal fatigue, we have chosen speech material with a vocal loading (3 hours) and a cognitive process (loud continuous reading) that can induce fatigue of the speaker. Six readers are considered in the experiments for a relative speaker independency of the results.

2.1. Speech corpora

Speech corpora come from recordings of Direct 8 TV program « Voyage au bout de la nuit ». The program consists in continuous reading of French literary works by young actors. The program duration is around 3 hours, shared into six periods giving six speech segments (s1 to s6) of 30 minutes of continuous reading. The six periods are consecutively recorded with a short pause between two periods. The program is then composed of advertising followed by a brief summary of the previous period and the reading of the next period. Six program recordings [14] are used for the experiments, with six different readers (R1 to R6) composed of five actresses (R1 to R5) and one actor (R6).

2.2. Speech and text corpora processing

For analytic experiments, we have listened to the segments s1 and s6 for each speaker and corrected the original text according to the text uttered by the reader.

The D-DAL speech transcription system [15] is used to align the speech signal with the corrected text. Alternative phonetic transcriptions of word allow to take into account variations in pronunciation. The time code in speech (in cs) of the beginning and the end for each word and each phoneme of the word are computed. The inputs of the alignment system are the whole duration speech segment and the corresponding text.

Six hours of speech (one hour per reader) are so automatically aligned, to constitute a database of 54,520 occurrences of words of the 7,246 different words and their 169,042 corresponding occurrences of phonemes. The quality of the time alignment has been assessed by random listening of 600 words so aligned. No error appeared at the word level. The table 1 gives the percentage of occurrences of the phonemes (SAMPA code) in the database.
2.3. Spectral and prosodic features extraction

The acoustic features were extracted for each phoneme from the speech corpus using the Praat software [16]. For each phoneme, a vector of 12 Mel frequency cepstral parameters is computed at the center of the phoneme using a 15 ms Hamming windowed frame. Seven other parameters are computed for voiced phonemes (excluding p, t, k, f, s and S): the fundamental frequency ($f_0$), the duration ($d$) the jitter value ($j$), the shimmer value ($s_h$) and the first three formants ($f_1$, $f_2$, $f_3$). The shimmer value is the average absolute difference between consecutive periods divided by the average amplitude. The jitter value is the average absolute difference between consecutive periods divided by the average period. The fundamental frequency and formants are estimated at the center of the phoneme. The shimmer and jitter values are estimated on the duration of the phoneme.

3. Analysis of reading errors and disfluencies

To estimate the fatigue level of readers, the differences between the spoken text and the original text are analyzed. Two types of errors are made by the reader: reading errors and disfluencies. The reading errors mainly observed are i) the utterance of a word for another, generally close phonetically or ii) the omission of a part of the text coming from a confusion of lines. Disfluencies occur in speech reading as in spontaneous speech [17] even if the cognitive process in reading is fundamentally different. The disfluencies observed are mainly i) word repetitions, ii) fragments of words with the various types of restarts or interruption. Only the filled pauses are not so frequently observed than in spontaneous speech.

For a reliable estimator of reading errors and disfluencies, the deletion, insertion and substitution errors of phonetic segments are considered. This error in deletion, insertion and substitution is computed with the Wagner and Fischer algorithm between the phonetic transcriptions of the spoken text and of the original text. The table 2 gives the error rates per minute computed from the 3 components of error (deletion $D$, insertion $I$ and substitution $S$) over the segments $s1$ and $s6$ (of duration $d$ in minutes) for each reader. The average ($Av$) over all readers is given for each measure on $s1$ and $s6$.

At the beginning of $s1$, the reader is supposed to be in a state of non-vocal fatigue whereas at the beginning of $s6$ the reader yet sustained a vocal loading of 2h30 in continuous reading. The results of the total error rate shows clearly, for all readers, reading errors and disfluencies are indicators of cognitive fatigue. For all readers, the error rate increases from $s1$ to $s6$. For $R3$, the increasing reaches a factor 3 from $s1$ to $s6$ and the average over the readers is 1.6 time higher on $s6$ than on $s1$.

<table>
<thead>
<tr>
<th>Ph.</th>
<th>a</th>
<th>a~</th>
<th>b</th>
<th>d</th>
<th>e</th>
<th>e~</th>
<th>@</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Occ (%)</td>
<td>8.1</td>
<td>3.4</td>
<td>1.2</td>
<td>4.8</td>
<td>5.2</td>
<td>5.6</td>
<td>1.4</td>
<td>3.5</td>
</tr>
<tr>
<td>Ph.</td>
<td>9</td>
<td>f</td>
<td>g</td>
<td>H</td>
<td>i</td>
<td>j</td>
<td>J</td>
<td>k</td>
</tr>
<tr>
<td>Occ (%)</td>
<td>0.7</td>
<td>1.3</td>
<td>0.6</td>
<td>0.6</td>
<td>5.1</td>
<td>1.7</td>
<td>0.2</td>
<td>3.6</td>
</tr>
<tr>
<td>Ph.</td>
<td>m</td>
<td>n</td>
<td>o</td>
<td>O</td>
<td>o~</td>
<td>p</td>
<td>R</td>
<td>s</td>
</tr>
<tr>
<td>Occ (%)</td>
<td>3.5</td>
<td>2.8</td>
<td>1.3</td>
<td>2.0</td>
<td>1.9</td>
<td>3.3</td>
<td>8.1</td>
<td>5.6</td>
</tr>
<tr>
<td>Ph.</td>
<td>t</td>
<td>u</td>
<td>v</td>
<td>w</td>
<td>y</td>
<td>z</td>
<td>Z</td>
<td></td>
</tr>
<tr>
<td>Occ (%)</td>
<td>5.6</td>
<td>2.3</td>
<td>2.7</td>
<td>1.0</td>
<td>2.1</td>
<td>1.4</td>
<td>1.4</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Occurrence percentage (Occ) of phonemes (Ph) on the 169,042 occurrences in the database.

<table>
<thead>
<tr>
<th>R.</th>
<th>seg.</th>
<th>d</th>
<th>D</th>
<th>I</th>
<th>S</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>s.1</td>
<td>30.9</td>
<td>1.4</td>
<td>1.8</td>
<td>1.6</td>
<td>4.7</td>
</tr>
<tr>
<td></td>
<td>s.6</td>
<td>23.7</td>
<td>1</td>
<td>2.3</td>
<td>1.6</td>
<td>4.9</td>
</tr>
<tr>
<td>R2</td>
<td>s.1</td>
<td>28.5</td>
<td>0.4</td>
<td>1.2</td>
<td>0.4</td>
<td>1.9</td>
</tr>
<tr>
<td></td>
<td>s.6</td>
<td>28</td>
<td>0.4</td>
<td>1.7</td>
<td>0.5</td>
<td>2.5</td>
</tr>
<tr>
<td>R3</td>
<td>s.1</td>
<td>28.5</td>
<td>0.1</td>
<td>1</td>
<td>0.2</td>
<td>1.3</td>
</tr>
<tr>
<td></td>
<td>s.6</td>
<td>28.9</td>
<td>1.6</td>
<td>2.1</td>
<td>0.6</td>
<td>4.3</td>
</tr>
<tr>
<td>R4</td>
<td>s.1</td>
<td>28.4</td>
<td>0.3</td>
<td>0.7</td>
<td>0.2</td>
<td>1.2</td>
</tr>
<tr>
<td></td>
<td>s.6</td>
<td>28.1</td>
<td>0.6</td>
<td>1.6</td>
<td>0.5</td>
<td>2.7</td>
</tr>
<tr>
<td>R5</td>
<td>s.1</td>
<td>28.3</td>
<td>0.9</td>
<td>2.2</td>
<td>1.4</td>
<td>4.6</td>
</tr>
<tr>
<td></td>
<td>s.6</td>
<td>28.7</td>
<td>2.2</td>
<td>2.9</td>
<td>1.7</td>
<td>6.9</td>
</tr>
<tr>
<td>R6</td>
<td>s.1</td>
<td>27.7</td>
<td>0.7</td>
<td>1.2</td>
<td>0.7</td>
<td>2.6</td>
</tr>
<tr>
<td></td>
<td>s.6</td>
<td>29.6</td>
<td>0.5</td>
<td>2.9</td>
<td>1.2</td>
<td>4.5</td>
</tr>
<tr>
<td>Av.</td>
<td>s.1</td>
<td>28.7</td>
<td>0.6</td>
<td>1.4</td>
<td>0.8</td>
<td>2.7</td>
</tr>
<tr>
<td></td>
<td>s.6</td>
<td>27.8</td>
<td>1.1</td>
<td>2.3</td>
<td>1.0</td>
<td>4.3</td>
</tr>
</tbody>
</table>

Table 2. Error rates per minute (Deletion, Insertion, Substitution and total Error) according to the reader (R1 to R6), on the segments (s1 and s6) of given duration (minutes) and averages (Av) over readers.

For the following experiments, we assume that during the speech segment s6 the reader is under vocal fatigue.

4. Performance of discriminant analysis on spectral and prosodic parameters

The discriminant analysis was used to detect the most discriminating phonemes showing differences in feature vectors between the segments s1 and s6. This analysis is based on multivariate statistics of the two sets of feature vectors for a given reader, the first selected on s1, the second on s6.

4.1. Multivariate analysis of variance

The Multivariate Analysis of Variance (MANOVA) is the multivariate analog of the Analysis of Variance (ANOVA) used in univariate statistics. It is based on the decomposition of the total sum of squares and cross products matrix (T) into two matrices: the Hypothesis sum of squares and cross products matrix (H) and the Error sum of squares and cross products matrix (E) [18]. The maximum discrimination is obtained when T is close to H and there is no discrimination when T is close to E. Four methods have been developed to measure discrimination: the Wilks’ lambda, the Hotelling’s Trace, the Pillai’s Trace and the Roy’s largest root [19]. We used the first two methods for this study. As the results of these two methods were consistent, we present the results only with the Wilks’ lambda method. This Wilks’ lambda varies from zero (T close to H) to one (T close to E). To assess the quality of measurement, a probability value (p-value) is associated to each Wilks’ lambda.

4.2. Discriminant analysis on spectral parameters

The search on the most discriminating phonemes consists in computing the Wilks’ lambda for all pairs of readers and phonemes. This value is estimated on the feature vectors of s1 and s6 using the R software [20]. To calibrate theses values, a global Wilks’ lambda is also estimated on all feature vectors of a reader. To ensure quality results, all the Wilks’ lambda of a p-value below the usual threshold of 0.001 have not been taken into account. On the 210 Wilks’ lambda computed (6 readers x 34 phonemes x 10 global), 189 have a p-value below the threshold. We decided to study only the 22 phonemes for which a significant Wilks’ lambda was calculated for each
reader. The rejected phonemes are b, 9, 2, f, g, H, j, p, s, w and Z. There are multiple reasons for a p-value too high (low number of occurrences as in the case of phoneme J, inherent variability as in the case of phoneme p). The results for the 22 phonemes and all classes (Gl), sorted by the average of the Wilks’ lambda over all readers, are presented in the table 3.

This table gives several interesting results. The first result is that the most discriminating phonemes are the nasals (vowels and consonants) as shown by the 5 first ranks by the average Wilks’ lambda ranking. Summing over the readers, the occurrences of the phonemes inside the 3 first ranks, we find the phonemes the most stables in a reader-independent context are in order {m, n, o−}, {a−}, {e−} and {@}. The second result is the high value of global Wilks’ lambda (Gl). This indicates that it is difficult to measure general spectral changes due to an overall prolonged vocal effort.

4.3. Discriminant analysis on prosodic and spectral parameters

Many studies on vocal fatigue have investigated various prosodic parameters such as the duration of phonemes, the fundamental frequency, the jitter and the shimmer. It is interesting to verify whether the addition of these parameters and the first three formants, could improve the discrimination capability. For this experiment, we selected the 113,322 phonetic segments of voiced phonemes (excluding p, t, k, j, s and S) where these parameters can be estimated by the software Praat. The table 4 gives the percentage of occurrence of the phonemes used for this experiment.

On the 168 Wilks’ lambda computed (6 readers x 28 phonemes remaining), 151 have a p-value below the threshold (0.001). We decided to study only the 18 phonemes for which a significant Wilks’ lambda was calculated for each reader. The rejected phonemes are b, 9, 2, f, g, H, j, p, s, w and Z.

The results for the 18 phonemes, sorted by the average of the Wilks’ lambda over all readers, are presented in the table 5.

The table shows that the addition of the prosodic parameters increases significantly the discrimination performance for all phonemes. The most discriminating phonemes remain the nasal phonemes (vowels and consonants). We may also notice that the schwa (@) is still in 6th rank. As in the previous experiment, in a reader-dependent context the discrimination the most stable is for {m, n, o−}, {a−} and {@}.

4.4. Parameters selection

The goal in this experiment is to reduce the number of parameters by removing the least discriminating. The selection parameters algorithm is as follows : let be, E a set of parameters, and w(E) the average of Wilks’ lambda computed with the parameters of E over all 6 readers and 18 phonemes. At the beginning, let be E1, the set of all 19 parameters.

At the step i, let be Pi the parameter of the set Ei defined by the equation 1, and Ei+1 the set of parameters at step i+1. Ei+1 is defined by the equation 2 :

\[ P_i = \text{Argmin}_{P_j \in E_i} \left\{ w(E_i - P_j) \right\} \] (1)

\[ E_{i+1} = E_i - P_i \] (2)

The results of the algorithm are presented in the table 6 with the parameter Pi rejected at the step i, and the value w(Ei).
As shown in the table 6, the least discriminating parameters are formants and prosodic parameters except the fundamental frequency. The most discriminating parameters are the first cepstral coefficients. We also note that the value of the function \( w \) corresponding to the 12 MFCC (0.72) is similar to the value of the function \( w \) corresponding to the 11 most discriminating parameters \((c1, c2, c3, c10, c5, c4, c6 and f0, c12 and c9)\).

### 5. Discussion and conclusion

In our study, the salient and unexpected result is that, over all the readers, the nasals (vowels and consonants) offer better discrimination than the other classes of phonemes (except the rejected phonemes on which we can’t conclude). This could be explained by a significant effort required to produce the nasals. Indeed, access to the nasal cavity is controlled by lowering (open access) or raising (closed access) the velum/soft palate. It is possible that a prolonged vocal load disrupts this control. Furthermore, as assumed for vocal folds, the velum is also affected by the same phenomenon of dehydration by the airflow inducing a possible increasing in viscosity. Of course, these assumptions have to be verified with specific studies on speech production.

Previous studies in vocal fatigue are varied according to the task which induces the vocal load and the results are often conflicting [10]. In our study of the vocal fatigue upon six readers, the spectral parameters are shown to be more discriminating than prosodic parameters, only \( f0 \) seems to be explaining by a significant effort required to produce the nasals. Indeed, access to the nasal cavity is controlled by lowering (open access) or raising (closed access) the velum/soft palate. It is possible that a prolonged vocal load disrupts this control. Furthermore, as assumed for vocal folds, the velum is also affected by the same phenomenon of dehydration by the airflow inducing a possible increasing in viscosity. Of course, these assumptions have to be verified with specific studies on speech production.

### 6. References


