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Abstract
In this paper, we address the question how speech and tangible interfaces can be combined in order to provide effective multimodal interaction in vehicles, taking into account the special requirements induced by the circumstances of driving. Speech is used to set the interaction context (determine the object as is to be manipulated) and a turn-and-push dial is used to manipulate/adjust. An experimental study is presented that measures the distraction induced by manual (conventional), speech-only, and multimodal interaction (combination of speech and turn-and-push dial). Results show that while subjects where able to perform more tasks in the manual condition, their driving was significantly safer while using speech-only or multimodal dialog. Supplemental contributions of this paper are descriptions of how a multimodal dialog manager as well as a driving simulation software are connected to the CAN (Controller Area Network) vehicle bus as well as how driver distraction caused by interacting with a system are measured using the standardized lane change task (LCT)

Index Terms: speech recognition, automotive, driver distraction, multimodal interaction, lane-change task, haptic controls

1. Introduction
In recent years, the complexity of on-board and accessory devices, infotainment services, and driver assistance systems in cars has experienced an enormous increase. A current premium-class car already implements hundreds of functions that a user can interact with and these numbers are likely to even grow in the next generation [1]). This development emphasizes the need for new concepts for advanced human-machine interfaces that support the intuitive and efficient use of this large variety of devices and services. To cope with this problem, car manufacturers introduced a rotary device, the so called "turn-and-push dial", located in the center console of the car. The idea was, that a small number of control elements really crucial to driving should be positioned around and on the steering wheel. Most other functions (entertainment, comfort, multimedia and navigation systems) are controlled through the new device. It was designed to enable intuitive operation with a control display in the upper middle section of the instrument panel. The dial can be used with just one hand, and offers haptic feedback so it can be used without looking at it. However, in practice, the turn-and-push dial turned out to be less effective than expected. Moving organizations complained, the dial would require a lot of practice, especially from people who are less familiar with the interaction with computers. Furthermore, it would be almost impossible to use while driving, because the screen has to be watched constantly [2]. [3] even stated: "it manages to compli
cate simple functions beyond belief".

Speech has been proposed as a means of interaction especially suitable for in-car use: 1. it is intuitive and 2. it allows the driver to keep the eyes on the road and the hands on the steering wheel [4, 5, 6]. Consequently, the usage of speech dialog systems of car has evolved from research prototypes into mass production today. However, speech recognition is still error-prone especially in noisy environments. Varying driving noise at different speeds especially affect the recognition performance. Although commercial speech recognition suppliers worked hard on that problem in recent years, this remains to be an issue. Moreover, speech is not the most intuitive means of interaction in every case. When it comes to operations that involve a continuous range like opening the window "a little" or adapting the volume of the stereo, manual interaction has obvious benefits.

In this paper, we address the following research question: How can speech and tangible interfaces be combined in order to provide effective multimodal interaction in vehicles taking into account the special requirements induced by the circumstances of driving? This is done along the lines described in previous research, for example by [7, 8, 9].

2. Multimodal Interaction Based on CAN Bus
CAN (Controller Area Network) is a vehicle bus standard for connecting electronic control units in the car. It is used to connect engine control unit and transmission or, on a different bus, to connect the comfort functions (window lifter, climate control, seat control, etc). CAN is a standard bus in the automotive industry since the late Nineteen Eighties [10]. We connected our multimodal dialog system to bus in order to be able to assess the statuses of the connected electronic control units and manipulate them. It has to be emphasized that we work with a non road-going car. We run the system stationary and usability testing is done using a drive simulation software rear-projected to the windshield (see below).

Figure 1 depicts a simplified schematic diagram of sensors, actuators, and systems components connected to the CAN bus. Microphone and turn-and-push dial function as sensors for the multimodal dialog manager, which is connected via a CAN interface. The dialog manager interprets user input and triggers the respective actions. Actuators analyzed in this study are the following comfort functions: window lifters, climate control, seat heating, fans, and entertainment system. Other electronic control units can be connected as well (e.g. sensors like thermometer, GPS, accelerometer, etc. as well as actuators like rear view mirrors, windshield wipers, cruise control, and so on). In
We measured the driver distraction using the stanform for the realisation of multimodal dialogue systems [11]. At our lab for this purpose. We used ODP, the Ontology-based software was connected via a CAN-to-USB interface developed controllers like joysticks and steering wheels for games. The generating in the study presented here. A standardized drive simulator software is rear-projected onto the windshield of a stationary car. In order to read sensor information and trigger actions, the multimodal dialog manager uses a CAN interface. The current version of this interface works with a Mercedes R-Class vehicle and was developed in collaboration with Daimler. Steering wheel and brake pedal function as sensors for the drive simulation, which is used to measure the distraction induced by interacting with the system. Since the gas pedal has no connection to the CAN bus, a button on the steering wheel was used for accelerating in the study presented here. A standardized drive simulation software was used (see below) that supports USB game controllers like joysticks and steering wheels for games. The software was connected via a CAN-to-USB interface developed at our lab for this purpose. We used ODP, the Ontology-based Dialogue Platform developed at DFKI. ODP is a generic platform for the realisation of multimodal dialogue systems [11].

3. Experimental Study

Apparatus We measured the driver distraction using the standardized "lane change task" (LCT) [12], a simple laboratory dual-task method that is intended to estimate driver distraction, which results from using in-vehicle devices such as mobile phones, navigation systems, or – like in our case – the car comfort functions. LCT was developed by Daimler and BMW and is currently in the process of becoming an ISO standardized tool (ISO Draft International Standard 26022). As stated in [12], it has already been successfully used in a large number of relevant studies. LCT can be regarded as a simple driving simulation: the simulated driving task (driving activity on a roadway with three lanes) resembles the visual, cognitive and motor demands of driving. The test involves visual stimuli (pop up signs) and responses (initiating a lane change maneuver). More precisely, the maneuver represents a lateral displacement from the current lane to a parallel lane, while it is possible that one lane is crossed. Signs that instruct the subject to change into a specific lane appear at regular intervals on both sides of the road. The speed is kept constant at 60 km/h (37 mph). As a performance measure, LCT calculates the mean deviation of the lane between a normative model and the actual driving along the track. The performance of the baseline (only driving) is then compared with driving with a secondary task in order to objectively assess the level of distraction induced by that activity. In our experiment, the LCT screen was rear-projected to the windshield of the car using an ultra-wide-screen projector that was mounted on top of the hood (see Figure 2). The software was connected via a CAN-to-USB interface as described above.

24 subjects (11 men and 13 women), were paid to participate in the study. The age range was between 21 and 60 with an average age of 35 years. None of the subjects ever drove a Mercedes R-Class before. Hence, subjects were not familiar with this particular layout of standard controls or the central multifunctional device. The range in driving experience was between 3 and 40 years (average 15.54) measured in years since when the participants possess their drivers licenses. The mileage was: 58 % of the participants drive up to 10 000 kilometers (6 200 miles) a year; 38 % drive between 10 000 and 25 000 kilometers (6 200 and 15 500 miles) a year; and 4 % drive more than 25 000 kilometers (15 500 miles) a year. Before the experiment, each participant was advised that their information would be confidential.

Procedure The entire experiment took about one hour to complete. During the test, the experimenter was sitting in the passenger seat, controlling the equipment and reading the instructions aloud from a manuscript. A second experimenter was sitting in the back prompting commands (see below). The experiment started with a brief explanation of the entire procedure followed by a warm-up with the driving simulator. The motivating scenario was a car rental at the airport. Hence, the functions were introduced briefly but no training was allowed. The baseline (driving performance without secondary task) was measured afterwards, followed by the main part of the experiment. Here, the conditions manual, speech-only, and multimodal were presented in a balanced order (between subjects), accompanied by a respective questionnaire. Nine simulated routes (tracks) were completed, each track being 3 km (1.8 Miles) long, which corresponded to a duration of approximately 3 minutes. Except for the sequence of signs, the tracks had no visual differences in order to minimize learning effects. Type and number of the signs on each route were kept constant (three changes from left lane to right lane, three from center lane to left lane, etc.). In total, 18 lane changes per track were performed, which were triggered every 150 m. The participants were instructed to change
The Hypotheses

The Hypotheses with respect to the performance of driving (primary task) compared to the baseline where MANUAL << MULTIMODAL < SPEECH-ONLY, where x < y means "y allows a better performance than x" (y induces less distraction than x†). Hence, it was hypothesized that 1. speech-only and multimodal interaction would induce less distraction than the "conventional" manual interaction as the former two are believed to be more intuitive to the drivers (especially since they are unfamiliar with the car); 2. that speech-only interaction would outperform multimodal. We believed that this would be the case because speech-only allows complete hands-free interaction, which is not the case for multimodal. However, as indicated by the double <<, we also assumed that the difference between manual and multimodal would be greater than the difference between multimodal and speech-only. With respect to the performance of the secondary task, we hypothesized MANUAL << SPEECH-ONLY < MULTIMODAL. As stated in the introduction, we believe that speech interaction has clear advantage in the car. However, it is not always intuitive and it does not always allow precise settings

Table 1: Overview over the interaction modality variants (experimental conditions). Besides the example in the right-most column, the following function were also used in the study: other window lifters, climate control, seat heating, fans, and entertainment system.

4. Results

Figure 3 shows the mean deviation in meters between a normative model and the actual driving without secondary task (baseline 1, baseline 2), and with manual, speech-only, and multimodal interaction. The results confirm our hypotheses: the distraction in the manual condition was significantly higher than both in speech-only and multimodal. The difference between speech-only and multimodal is not statistically significant. However, the tendency is according to our hypothesis given above. The order of the colored bars does not correspond to the flow of the experiment as the order of the conditions was randomized.

(try adjusting your review mirror by using speech). Therefore we hypothesized that the multimodal interaction as we introduced it for this study outperforms speech-only in terms of task completion in the secondary task.
randomized.

Figure 4 illustrates the results of the subjective DALI ratings. Generally, the manual condition is rated with the highest score, indicating that it is perceived as most demanding F(1, 23) = 15.20, p < .01. The least demanding was the speech-only condition – multimodal is in-between. The categories were sorted according to the rating in the manual condition. It can be seen that the interference factor is the one which was rated the highest in all three conditions. Compared to the other two conditions, the visual demand in manual tasks received high ratings, which appeals to our intuition. The comparatively low score of manual demand with speech-only is notable as well. Hypotheses are confirmed that speech is especially beneficial for hands-free interaction.

In terms of the relative number of completed tasks, the conditions rank multimodal < speech-only < manual. A task was marked as completed if the subject was able to perform the instruction. For example if the instruction was opening the rear left window a little, a “completed” mark was given if the window was opened eventually, even if the subject needed more than one trial or the window was opened more than a little. Hence, we look at a dissociation effect between the number of tasks completed and the driving performance. Novice drivers (remember that none of our subjects ever drove a Mercedes R-Class before) are obviously able to perform more tasks when using the standard knobs, levers, and switches (compared to speech-only or multimodal dialog). However, when they do this, their driving is less safe. A study investigating the learning effects would therefore be of much interest.

5. Conclusions

We proposed a specific approach on how to combine speech and tangible interaction in a car. Speech is used to set the interaction context (determine the object as is to be manipulated) and a turn-and-push dial is used to manipulate/adjust. An experimental study was presented that measures the distraction induced by manual (conventional), speech-only, and multimodal interaction (combination of speech and turn-and-push dial). Driver distraction in the manual condition was significantly higher than both in speech-only and multimodal. With respect to subjective ratings, manual is rated with the highest score, followed by multimodal followed by speech-only. Generally, results show that while subjects where able to perform more tasks in the manual condition, their driving was significantly safer with using speech-only or multimodal dialog.
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