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Abstract

This paper investigates the combination of discriminative adaptation techniques. The discriminative Maximum A-Posteriori (DMAP) adaptation and discriminative feature Maximum Likelihood Linear Regression (DfMLLR) are examined. Since each of the methods is proposed for distinct amount of adaptation data it is useful to combine them in order to preserve the systems performance in situations with varying amount of adaptation data. Generally, DfMLLR and DMAP are executed subsequently (DMAP preceded by DfMLLR) demanding to approach the data twice. Since both methods address the data through the same statistics an one-pass- combination was proposed in order to decrease the time consumption. The one-pass-combination utilizes the advantage of DfMLLR method to transform directly the feature vectors. However, instead of feature vectors the statistics are transformed, what allows to use already computed statistics for the DMAP pass without the need to process the data once again. All the approaches are compared also to their non-discriminative alternatives.

Index Terms: MAP, fMLLR, DMAP, DfMLLR, MMI, adaptation, speech recognition, combination

1. Introduction

In the field of speech recognition adaptation techniques took an important role significantly increasing the systems performance and robustness. Standard adaptation methods are based on Maximum Likelihood Estimation (MLE) procedure. In order to facilitate MLE of model parameters several assumptions are introduced, which the real data do not fulfill. Still, MLE models behave well, and were successfully applied in praxis. In the past few years, new approaches trying to improve standard MLE methods were presented. One of the most significant approaches is the discriminative training, which in contrast to MLE tries to handle also overlaps between distinct parts (distributions) of MLE models. Loosely speaking, the MLE criterion is adjusted in order to involve and prevent situations when probability distributions of distinct sources (e.g. speech data of different phones) coincide in greater or lesser extent. Further description of discriminative criteria may be found in Section 2.

This paper will focus on well-known MLE adaptation techniques and their discriminative alternatives. Since the functionality of individual adaptation techniques was already verified [1] the paper aims to examine the behavior of their combination. Two adaptation methods were chosen according to their complementarity, Discriminative Maximum A-Posteriori (DMAP) adaptation and Discriminative feature Maximum Likelihood Linear Regression (DfMLLR) adaptation. DfMLLR was proposed to handle the problem with lower amount of adaptation data, whereas DMAP dominates in situations when lots of data are available. However, as described in Section 6, DMAP used in combination with DfMLLR (DfMLLR succeeded by DMAP) may be interpreted as a refinement stage of adaptation. Such a combination significantly improves the systems accuracy, but demands to process the input data twice. Thus, a method avoiding the need of the second pass was proposed in Section 6. To enlighten the procedure description of important parts of MAP and DfMLLR will be given in Sections 4 and 5, respectively. The performance of the system enhanced with adaptation techniques including their combination and analysis of obtained results can be found in Section 7.3.

2. Discriminative adaptation techniques

Standard adaptation methods are mostly based on Maximum Likelihood Estimation (MLE) used in large extent in order to estimate HMM parameters. In MLE the following criterion is maximized

$$F_{MLE}(\lambda) = p(O|W_{ref}, \lambda), \quad (1)$$

where $O = \{o_1, o_2, \ldots, o_T\}$ represents the sequence of $T$ feature vectors related to one speaker, $W_{ref}$ is the corresponding correct transcription, and $\lambda$ denotes the set of model parameters. Focus will be laid on HMMs with output probabilities of states represented by GMMs, where $\lambda_j = \{\omega_{jm}, \mu_{jm}, C_{jm}\}_{m=1}^M$ is the set of GMM parameters in the $j-th$ state, where $M_j$ is the number of mixtures, $\omega_{jm}$, $\mu_{jm}$ and $C_{jm}$ are weight, mean and variance of the $m-th$ mixture, respectively. In the scope of this paper only diagonal matrices with $\sigma_{jm}^2 = \text{diag}(C_{jm})$ are assumed.

MLE criterion takes into account only correct transcriptions, on the other hand discriminative criteria consider in addition incorrect hypotheses. The discriminative training criterion was developed in order to increase the posterior probability of model states corresponding to their adaptation data and decrease probability of confusion data (data incorrectly assigned to HMM states) at the same time. One of the possibilities is to utilize the Maximum Mutual Information (MMI) criterion [2]:

$$F_{MMI}(\lambda) = \frac{p(O|W_{ref}, \lambda) p(W_{ref})}{\sum_W p(O|W, \lambda) p(W)}, \quad (2)$$

where $W_{ref}$ is a transcription corresponding to the observation $O$ and $W$ is a transcription with all possible hypothesis.

Another criteria are e.g. Maximum Mutual Information Frame Discrimination (MMI-FD) [3] or Minimum Phone Error (MPE) [4]. The main problem consists in the optimization process, where mainly weak-sense auxiliary function is used [5]. Regrettably, it does not guarantee the convergence of the discriminative criterion. In order to adjust the stability of discriminative criteria a smoothing term is involved, which will be introduced in sequel.
3. Adaptation Statistics

Adaptation techniques do not access the data directly, but only through accumulated statistics, which is the first step preceding the adaptation process. These statistics are

\[ \gamma_{jm}(t) = \frac{\omega_{jm} p(a_j|m)}{\sum_{m=1}^{M} \omega_{jm} p(a_j|m)} \]  

standing for the \( m \)-th mixtures’ posterior of the \( j \)-th state of the HMM,

\[ c_{jm} = \sum_{t=1}^{T} \gamma_{jm}(t) \]  

representing the soft count of mixture \( m \),

\[ \varepsilon_{jm}(\alpha) = \sum_{t=1}^{T} \gamma_{jm}(t) \alpha_t \]  

\[ \varepsilon_{jm}(\alpha \alpha^T) = \sum_{t=1}^{T} \gamma_{jm}(t) \alpha_t \alpha_t^T \]

denoting the sum of the first and the second moment of features aligned to mixture \( m \) in the \( j \)-th state of the HMM.

For MMI approach, also denominator statistics \( \varepsilon_{jm}^{den}(\tau) \) and \( \varepsilon_{jm}^{den}(\alpha \alpha^T) \) for confusable states must be accumulated. These are computed in the sense of the denominator in the equation (2).

4. Discriminative Maximum A-posteriori Probability (DMAP) Adaptation

Standard (non-discriminative) MAP is based on the Bayes method for estimation of the acoustic model parameters. MAP demands a huge amount of data, because each of the HMM parameters is adapted separately. In order to demonstrate the differences between MAP and DMAP, adaptation of GMM means will be described, remaining formulas can be found in [6], [7] for MAP, DMAP, respectively. In the case of MAP adaptation means are adapted according to formula

\[ \hat{\mu}_{jm} = \frac{\varepsilon_{jm}(\alpha) + \tau_{jm} \mu_{jm}}{c_{jm} + \tau_{jm}} \]  

where \( \tau_{jm} \) is an empirically determined parameter, which controls the balance between old and new parameters.

DMAP adaptation, according to MMI criterion, uses discriminative statistics mentioned in Section 3, i.e. discriminative statistics are subtracted from MLE statistics to replace them, \( c_{jm} := c_{jm} - c_{jm}^{den} \), \( \varepsilon_{jm}(\alpha) := \varepsilon_{jm}(\alpha) - \varepsilon_{jm}^{den}(\alpha) \) and \( \varepsilon_{jm}(\alpha \alpha^T) := \varepsilon_{jm}(\alpha \alpha^T) - \varepsilon_{jm}^{den}(\alpha \alpha^T) \), and an additional smoothing term \( D_{jm} = f \cdot c_{jm}^{den} \) with a weighting factor \( f \) is introduced. Means are now adapted according to formula

\[ \mu_{jm} = \frac{\varepsilon_{jm}(\alpha) - \tau_{jm} \mu_{jm}}{c_{jm} - D_{jm} + \tau_{jm}} \]  

As can be seen from equations (7), (8) the only difference between MAP and DMAP consists in shifting of correctly accumulated statistics (data correctly assigned to HMM states) away from denominator statistics (data assigned to incorrect HMM states). This will be the same for the fMLLR vs DfMLLR case.

5. Discriminative Feature Maximum Likelihood Linear Regression (DfMLLR)

DfMLLR technique belongs to the category of Discriminative Linear Transformations (DLTs), another DLT based method is Discriminative Maximum Likelihood Linear Regression (MLLR-DLT). These are the discriminative extensions of Linear Transformations (LTs). Similar model components are clustered into clusters \( K_n \) for \( n = 1, \ldots, N \) in order to lower the number of adapted parameters [10]. Thus, in contrast to MAP (resp. DMAP) lower amount of adaptation data suffices. fMLLR transforms directly features \( a_t \) according to

\[ \tilde{a}_t = A(n)a_t + b(n) = W(n) \xi(t) \]

where

\[ W(n) = [A(n), b(n)] \]

\( W(n) \) represents the transformation matrix corresponding to the \( n \)-th cluster \( K_n \) and \( \xi(t) = [\alpha_t^T, 1]^T \) stands for the extended feature vector.

The estimation formulas for rows of \( W(n) \) are given as

\[ w(n)_i = G^{-1}(n_i) \left( \frac{u(n)_i}{\alpha(n)} + k(n)_i \right) \]  

where \( u(n)_i \) is the \( i \)-th row vector of cofactors of matrix \( A(n) \), \( \alpha(n) \) can be found as a solution of a quadratic function defined in [8],

\[ k(n)_i = \sum_{m \in K_n} \frac{\mu_{mi} \varepsilon_m(\xi)}{\sigma_{mi}^2} \]

\[ G(n)_i = \sum_{m \in K_n} \frac{\varepsilon_m(\xi \xi^T)}{\sigma_{mi}^2} \]  

and

\[ \varepsilon_m(\xi) = [\varepsilon_m(\alpha), c_m]^T \]

\[ \varepsilon_m(\xi \xi^T) = \begin{bmatrix} \varepsilon_m(\alpha \alpha^T) & \varepsilon_m(\alpha) \\ \varepsilon_m(\alpha)^T & c_m \end{bmatrix} \]  

Equation (11) is the solution of minimization problem with auxiliary function given in [8]. Matrices \( A(n) \) and \( b(n) \) are estimated iteratively, thus they have to be initialized (e.g. randomly).

The discriminative approach (DfMLLR) uses discriminative auxiliary function specified in [4]. The computation differs only in estimation of auxiliary matrices \( G(n)_i \) and \( k(n)_i \), where discriminative statistics are subtracted from MLE ones in order to replace them (in analogy with Section 4). Hence, auxiliary matrices are computed according to

\[ k(n)_i = \sum_{m \in K_n} \frac{\mu_{mi} \varepsilon_m(\xi) - D_m [\mu_m, 1]^T}{\sigma_{mi}^2} \]  

\[ G(n)_i = \sum_{m \in K_n} \frac{1}{\sigma_{mi}^2} \left( \varepsilon_m(\xi \xi^T) - D_m Z_m \right) \]

where

\[ Z_m = \begin{bmatrix} \sum_m + \mu_m^T \mu_m & \mu_m^T \\ \mu_m & 1 \end{bmatrix} \]

\[ D_m = f \cdot c_{jm}^{den} \]

is the smoothing term, and \( f \) is a weighting factor.
6. Combination of DMAP and DfMLLR

Several efforts in combination of non-discriminative fMLLR and MAP methods were already examined in [11]. These two techniques are well suited for combination, mainly in order fMLLR succeeded by MAP.

The motivation can be stated as follows. Imagine a data stream continuously submitting feature vectors to the system. After a short while, when only a few vectors (several seconds of speech) were introduced, the fMLLR adaptation is performed. The feature vectors are continually submitted to the system. Hence, subsequently accumulated statistics should be more precise. After another while, when the amount of data has reasonably increased, fMLLR is applied again, and so on. This process continues till enough data were accumulated for MAP adaptation to be effective. Now, rather than apply the fMLLR adaptation MAP is utilized instead (MAP works well when lots of data are available).

Let us consider another situation when both adaptations are performed subsequently utilizing the same amount of data. The fMLLR pass shifts the whole model in the direction of acoustic space formed by adaptation data at once (even if lower amount of data is present). Thus, the data statistics for MAP pass become more precise. The statistics should now more properly describe the part of the acoustic space where the input data live. The next step, MAP adaptation, can be viewed as a refinement pass correcting parameters of mixtures (in relation to the amount of data aligned to these mixtures) utilizing more relevant (more properly aligned - fMLLR) statistics.

These are very natural behaviors of a combination of adaptation techniques. However, in order to perform both passes the time consumption increases significantly since the data statistics defined in Section 3 have to be accumulated twice (one per each pass). Note that experiments will be focused on the latter case (both adaptations performed subsequently utilizing the same amount of data).

Problem of time consumption is even more evident in case of discriminative methods where in addition the denominator of discriminative methods where in addition the denominator same amount of data). 2 passes into one, re-utilization of statistics computed in the first pass was proposed. Since DfMLLR is in use rather than accumulate statistics once again the already computed statistics are transformed to match the new feature space. Assuming feature transformation \( \bar{\mathbf{x}}_{ijm} = A_{(n)} \mathbf{x}_{ijm} + b_{(n)} \) specified in Section 5 the statistics can be transformed as

\[
\bar{\mathbf{e}}_{ijm}(\mathbf{o}) = \frac{\sum_{t=1}^{T} \gamma_{ijm}(t) \bar{x}_{ijm}(t)}{\sum_{t=1}^{T} \gamma_{ijm}(t)} = A_{(n)} \mathbf{e}_{ijm} + b_{(n)},
\]

\[
\bar{\mathbf{e}}_{ijm}(\mathbf{o})^T = \frac{\sum_{t=1}^{T} \gamma_{ijm}(t) \bar{x}_{ijm}(t)^T}{\sum_{t=1}^{T} \gamma_{ijm}(t)} = A_{(n)} \mathbf{e}_{ijm}(\mathbf{o})^T + 2A_{(n)} \mathbf{e}_{ijm}(\mathbf{o}) b_{(n)}^T + b_{(n)} b_{(n)}^T.
\]

The transformed statistics are then utilized in the second DMAP pass (equation (8)). The only difference in one and two-pass approach consists in the use of SI mixtures’ posterior \( \gamma_{ijm}(t) \), which remained untransformed. Thus, the one-pass combination can be expressed as (the schema is depicted in Figure 2)

\[
\text{SI} \rightarrow \text{stats1} \text{ for SI DfMLLR} \rightarrow \text{SDfMLLR-DMAP} \rightarrow \text{transform stats1} \rightarrow \text{SDfMLLR-DMAP}.
\]

Hence, there is no need to see the adaptation data twice. Even if \( \gamma_{ijm}(t) \) remained unchanged the transformed statistic do not suffer from apparent inaccuracies as proved the experiments.

7. Experiments

7.1. Test Data

Experiments were carried out on the SpeechDat-East [12] corpus, which contains telephone speech in 5 languages Czech, Polish, Slovak, Hungarian, and Russian. For experiments only the Czech part of SD-E was used. The acoustic HMM was trained on 700 speakers with 50 sentences for each speaker (cca 5 sec. for sentence). For testing purposes 150 speakers were chosen with 50 sentences for each speaker, 10 sentences (cca 50 sec.) of each speaker were used for adaptation and the rest for testing (cca 200 sec.). The vocabulary consisted of 7000
In this paper combination of discriminative adaptation techniques was examined. Comparison of non-discriminative and discriminative methods was carried out. MAP, DMAP, fMLLR, DfMLLR techniques were investigated. In order to decrease the time consumption of their combination an one-pass approach was proposed, where the accumulated statistics from the DfMLLR pass are transformed and handed to the DMAP pass. It was demonstrated that combination of adaptation techniques brings significant improvements into the speech recognition task. The discriminative techniques outperformed the non-discriminative ones, and the one-pass-combination shows to be most effective in the sense of time consumption preserving the systems accuracy (in relation to the two-pass-combination).

### 7.2. Adaptation Settings

In previous sections four adaptation methods were introduced with several parameters to be set. In the case of MAP and DMAP adaptation \( \tau_m \) was set for each mixture component to \( \tau = 16 \), for DMAP \( f = 1 \) was set in addition. In both methods adaptation of \( \omega_{jm}, \mu_{jm} \) and \( C_{jm} \) was assumed. In the case of fMLLR only one global transformation matrix for each speaker was utilized, and for DfMLLR \( f \) occurring in the smoothing term was set to 1. One iteration of all methods was performed.

### 7.3. Results

To demonstrate the influence of both passes (DfMLLR, DMAP) only smaller amount of data was used for adaptation (cca 50 sec. - see Section 7.1). The results of experiments are shown in Table 1. In the upper part of the table results obtained for the baseline system using SI model and non-combined adaptation methods can be found. The two-pass-combination of non-discriminative and discriminative techniques are located in the middle part of the table, and at the end results of the proposed on-pass-combination techniques can be examined. The results show obvious improvement of system performance when combining the MAP and fMLLR approach. Additional increase in accuracy is obtained for the discriminative alternative. The proposed one-pass-combination gives very similar results to the two-pass-combination with lower time consumption demands.

### 8. Conclusions
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