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Abstract

We propose a maximum lexical cohesion (MLC) approach to news story segmentation. Unlike sentence-dependent lexical methods, our approach is able to detect story boundaries at finer word/subword granularity, and thus is more suitable for speech recognition transcripts which have no sentence delimiters. The proposed segmentation goodness measure takes account of both lexical cohesion and a prior preference of story length. We measure the lexical cohesion of a segment by the KL-divergence from its word distribution to an associated piecewise uniform distribution. Taking account of the uneven contributions of different words to a story, the cohesion measure is further refined by two word weighting schemes, i.e. the inverse document frequency (IDF) and a new weighting method called difference from expectation (DFE). We then propose a dynamic programming solution to exactly maximize the segmentation goodness and efficiently locate story boundaries in polynomial time. Experimental results show that our MLC approach outperforms several state-of-the-art lexical methods.
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1. Introduction

The task of story segmentation is to partition a text, audio and/or video stream into a set of continuous segments, each addressing a single central topic. With the proliferation of multimedia contents, automatic story segmentation is highly in demand as a necessary pre-processing step for a variety of multimedia content processing tasks [1]. Lexical cues are of great interest for news story segmentation, since they reveal topic shift via semantic variation, which is independent of editorial rules.

Previous lexical story segmentation methods can be divided into two main categories. The first category is based on topic modeling, e.g. [2]. They treat word sequences as observations of some latent topics. By some optimal criterion, a sequence of topic labels is assigned to the input text or speech transcript. Then the segmentation is obtained simply by marking boundaries between every pair of adjacent parts with different topic labels. In contrast, the second category directly investigates word usage and segments the input stream into lexically cohesive parts. A typical method is TextTiling [3]. Based on an intuitive idea that different topics usually employ different sets of words, it scans the text and marks a boundary when lexical similarity of two adjacent sentences is lower than a tuned threshold. Some other methods aim at finding an optimal segmentation under some global criteria, rather than merely detecting local shifts [4, 5]. For instance, Malioutov\textit{ et al.} [5] formulated story segmentation as a sentence-level graph partitioning problem by optimizing the normalized cuts (NCuts) criterion.

Many approaches mentioned above are initially designed for segmenting pure text materials, although some of them have been borrowed to segment speech recognition transcripts of spoken documents, e.g. [6, 7]. In contrast to pure text documents, speech recognition transcripts have no sentence delimiters available. As a result, some widely-used inter-sentence similarity measures, e.g. cosine similarity, are not directly applicable, unless pseudo-sentences (i.e. word blocks of fixed length) are extracted first. However, using pseudo-sentence results in two major problems. First, the fact that a story boundary always appears at the end of a sentence does not hold for pseudo-sentence. Consequently, the boundaries lying in the middle of a pseudo-sentence can never be detected. Second, the appropriate length of pseudo-sentence is highly corpus or even document dependent, and has to be tuned carefully since it considerably influences segmentation accuracy [7]. Therefore, we would much prefer a fine-grained approach that does not rely on pseudo-sentences.

In this paper, we propose a maximum lexical cohesion (MLC) approach to news story segmentation. We measure the lexical cohesion of a segment by the KL-divergence from its word distribution to an associated piecewise uniform distribution. Since our measurement is at finer word/subword granularity, all possible story boundaries are detectable. Furthermore, we propose a word-weighted lexical cohesion measure to reflect the uneven contributions of different words to a story. We particularly employ two weighting schemes. One is inverse document frequency (IDF) [8], a popular weighting method in information retrieval and text mining; the other is a new weighting scheme, namely difference from expectation (DFE), aiming to diminish the effect of stop/prevalent words in the corpus and enhance the contribution of the words discriminating a segment from its complement in the document. By regularizing the weighted lexical cohesion with an empirical story length prior function, we finally obtain a general fine-grained segmentation goodness measure. We further show how to optimize the new criterion using a dynamic programming procedure in polynomial time. Experiments on the TDT2 Mandarin corpus show that the proposed MLC approach outperforms several state-of-the-art lexical methods based on local features detection and graph-theoretic sentence-level segmentation.

2. Segmentation Goodness Measure

2.1. Measuring Lexical Cohesion

From the statistical viewpoint and the “bag-of-words” assumption, a story or a word sequence can be viewed as a random variable, with the words in it as its observations. The number of times (i.e. the frequency) of a word occurring in the sequence indicates the probability of the word.
Different from a sequence of randomly chosen words, a new story has a central topic. The words relevant to this central topic tend to have more occurrences in the story. Thus, word repetition is a strong lexical cohesion indicator [3]. This is also the fundamental of many existing lexical story segmentation methods. Based on the fact that if a word-sequence has more cohesive word usage (i.e. more word repetitions), the uncertainty of the sequence (as a potential story) is lower. Hence, it is intuitive to measure the repetition-based lexical cohesion of a word sequence by the opposite of its entropy. However, entropy is a biased measure, since it undesirably favors shorter sequences. Instead, to model the lexical cohesion of a sequence, we use the Kullback-Leibler divergence (i.e. relative entropy) from the word usage distribution of the sequence to an associated piecewise uniform distribution.

Formally, let \( V = \{w_1, w_2, \ldots, w_n\} \) be the vocabulary of \( n \) words. A word sequence \( s \) can be represented by a probability vector \( P_s \). The probability of word \( w_i \) in \( P_s \) is calculated as

\[
P_s(w_i) = \frac{\text{freq}(w_i | s)}{\text{len}(s)}, \tag{1}
\]

where \( \text{freq}(w_i | s) \) is the number of times \( w_i \) occurs in \( s \) and \( \text{len}(s) \) is the length of \( s \). A piecewise uniform probability vector associated with \( s \), \( Q_s \), is defined as

\[
Q_s(w_i) = \frac{1}{\lambda_i} \quad \text{if} \quad w_i \text{ appears in } s, \tag{2}
\]

where \( \lambda_i \) is a normalizing parameter making \( \sum_{i=1}^n Q_s(w_i) = 1.0 \).

The cohesion function of \( s \), \( \text{Co}(s) \), is defined as the KL-divergence from \( P_s \) to \( Q_s \), i.e.,

\[
\text{Co}(s) = \sum_{i=1}^n P_s(w_i) \log \frac{P_s(w_i)}{Q_s(w_i)}. \tag{3}
\]

Clearly, \( \text{Co}(s) \) has a number of desirable properties as a measure of repetition-based lexical cohesion:

- The words occurring only once in segment \( s \) have no contribution to \( \text{Co}(s) \);
- \( \text{Co}(s) \) increases when \( s \) has sparser word usage;
- \( \text{Co}(s) \) achieves the minimum when all words in \( s \) have equal occurrence frequency.

These properties make \( \text{Co}(s) \) a promising measure of lexical cohesion. Moreover, since the sentence structure is unnecessary in it, we believe it is more flexible than those measures based on inter-sentence similarity and particularly suitable for recognition transcript of spoken document.

### 2.2. Word-Weighted Lexical Cohesion

For a word sequence, different words are usually not equally significant, even if they have the same frequency. We measure this phenomenon by weighting the words.

**Inverse Document Frequency (IDF).** IDF is a popular word weighting scheme in information retrieval and text mining. The idea is that a word occurring in many documents is not a good discriminator and should be assigned with a lower weight, and vice versa. Assume there are \( N_d \) documents in the collection and that word \( w \) occurs in \( n_w \) of them. The IDF of \( w \) is commonly given by

\[
\text{IDF}(w) = \log \frac{N_d}{n_w}. \tag{4}
\]

In our experiments, \( N_d \) is replaced by the number of news stories in the development set, and \( n_w \) is also counted by story, because it is story that is of relevance to the segmentation task, rather than document.

Based on IDF, the word-weighted lexical cohesion function \( \text{Co}(s) \) is defined as

\[
\text{Co}(s) = \sum_{i=1}^n \text{IDF}(w_i) P_s(w_i) \log \frac{P_s(w_i)}{Q_s(w_i)}. \tag{5}
\]

**Difference from Expectation.** IDF is independent of document segmentation, hence can be pre-calculated. However, we believe that it is reasonable for segmentation algorithm to take the information of a segment into consideration when weighting the words in it. We propose another word weighting scheme which is specifically designed for the segmentation task, namely difference from expectation (DFE). Let \( D \) denote the document to be segmented and \( s \) be a segment in a given segmentation of \( D \). Assume that word \( w \) occurs \( t \) times in \( s \) and \( T \) times in the whole document \( D \). Then the weight of \( w \) in \( s \) is given by

\[
\text{DFE}(w | s) = t - \frac{T}{\text{len}(D)} \text{len}(s). \tag{6}
\]

In (6), \( \frac{T}{\text{len}(D)} \text{len}(s) \) is the density of \( w \) over \( D \) and \( \frac{T}{\text{len}(D)} \) is the expected frequency of \( w \).

For the words that occur frequently throughout the document (e.g. the, that) and the words that are less frequent but quite uniformly distributed (e.g. today, reporter in news programs), (6) tends to give a low weight. Further, when most occurrences of \( w \) are in \( s \) (i.e. \( t \approx T \)) and the length of \( s \) is relatively short, \( \text{DFE}(w | s) \) is likely to be large. This is reasonable because \( w \) effectively discriminates \( s \) from other parts of the document. Note that if \( \text{len}(s) \) is approximately equal to the length of the entire document, i.e. \( \text{len}(D) \), the DFE weights of all words in \( s \) will decrease to near zero. Thus, DFE can also avoid irregularly long segments. This character is highly desirable for the segmentation task. The corresponding weighted cohesion function using DFE is defined as

\[
\text{Co}(s) = \sum_{i=1}^n \text{DFE}(w_i | s) P_s(w_i) \log \frac{P_s(w_i)}{Q_s(w_i)}. \tag{7}
\]

#### 2.3. Story Length Regularization

Besides the lexical cohesion, our measure of segmentation goodness also takes account of the general prior distribution of story length in real-world broadcast news programs. As shown in Figure 1, the news story length \( l \) approximately follows an exponential distribution:

\[
\text{Pr}(l) \propto \alpha^l \quad (0 < \alpha < 1), \tag{8}
\]

where \( \alpha \) is the suppression rate parameter. The exponential prior function reflects the similar fact described by the well-known power-law, i.e., very long news stories are rather rare, most stories of real-world news are relatively short. From our experiments, we empirically find that the exponential prior \( \alpha^l \) is more suitable to the task of news story segmentation and has more appropriate suppression rate, as compared to the common power-law expression \( l^\alpha \).

Let \( S = \{s_1, s_2, \ldots, s_k\} \) denote a hypothesis segmentation of document \( D \), which divides \( D \) into \( k \) segments. The goodness score of segment \( s_i \) is defined as

\[
\text{Score}(s_i) = \text{Co}(s_i) \text{Pr}[\text{len}(s_i)]. \tag{9}
\]
the frequency vector over a subset vocabulary $V$, forming the optimal segmentation of the first word $w_i$, $i \leq \text{len}(D)$, the score of the optimal segmentation of the first $i$ words in $D$. Clearly, $F(\text{len}(D)) = \text{Score}(\hat{S})$. $B(i)$ is used to recover the segment boundaries in $\hat{S}$.

According to the principle of Occam’s razor, if there are multiple solutions to (11), we choose the one with the fewest segment boundaries. For the same reason, we merge the segments with zero scores into their respective neighbors.

3. Dynamic Programming Solution

Due to the linear constraint of story segmentation [5], we can obtain the global maximum of (10) using the following dynamic programming (DP) algorithm in polynomial time:

$$A(j, i) = \frac{j - 1}{i} F(j - 1) + \frac{1}{i} (1 - \frac{j - 1}{i}) \text{Score}(s_{j,i}),$$

$$F(i) = \max_{1 \leq j \leq i} A(j, i), i \leq \text{len}(D),$$

$$B(i) = \arg \max_{1 \leq j \leq i} A(j, i), i \leq \text{len}(D),$$

$$\text{s}_{j,i} = \text{segment starting from the jth word to the ith word in document D}.$$ $A(j, i)$ is the score of a particular segmentation of the first $i$ words, with the last boundary lying between the $(j - 1)$th and the $j$th word, and other boundaries forming the optimal segmentation of the first $j - 1$ words. $F(i)$ is the score of the optimal segmentation of the first $i$ words in $D$. Clearly, $F(\text{len}(D)) = \text{Score}(\hat{S})$. $B(i)$ is used to recover the segment boundaries in $\hat{S}$.

$$\text{3.1. Fast and Incremental Implementation}$$

The time complexity of naively calculating $\text{Score}(s)$ is $O(|V|)$ or $O(l_s \log(l_s))$ depending on the implementation, where $|V|$ is the size of the vocabulary $V$ and $l_s = \text{len}(s)$ is the length of segment $s$. Specifically, to calculate $\text{Score}(s)$, one needs to either maintain and go through a word frequency table of the whole vocabulary $V$, or sort the words in segment $s$ to get the frequency vector over a subset vocabulary $V_s = \{w_i |w_i \in V, \text{freq}(w_i|s) > 0\}$. Therefore, calculating $\text{Score}(s_{j,i})$ for all possible pairs of $(j, i)$ separately has time complexity of $O(|V|^2)$ or $O(N^3 \log(N))$, where $N = \text{len}(D)$ is the number of words in the document. We now introduce an incremental method to reduce the time complexity to $O(N^2)$.

We first consider the unweighted cohesion function (3), which can be rewritten as

$$\text{Co}(s) = \sum_{w_i \in V_s} \frac{\text{freq}(w_i|s)}{\text{len}(s)} \log \left[ \frac{\text{freq}(w_i|s)}{\text{len}(s)} \right]$$

$$= \frac{1}{\text{len}(s)} \sum_{w_i \in V_s} \text{freq}(w_i|s) \log[\text{freq}(w_i|s)].$$

Let $\tilde{w}_i$ be the $i$th word in $D$ and $f^{i+1}_{\tilde{w}_i} = \text{freq}(\tilde{w}_i|s_{j,i+1})$ denote the frequency of $\tilde{w}_i$ in segment $s_{j,i+1}$. From (16), we have

$$\text{Co}(s_{j,i+1}) = \frac{1}{i-j+1} \left\{ (i-j) \text{Co}(s_{j+1,i}) + f^{i+1}_{\tilde{w}_i} \log(f^{i+1}_{\tilde{w}_i}) - (f^{i+1}_{\tilde{w}_i} - 1) \log(f^{i+1}_{\tilde{w}_i} - 1) \right\}.$$ (17)

Using (17), we can calculate $\text{Co}(s_{j,i+1})$ given $\text{Co}(s_{j+1,i})$ in $O(1)$. Then $\text{Score}(s_{j,i+1})$ can be immediately obtained by (9). Thus, we can obtain $\text{Score}(s_{j,i+1})$ for all pairs of $(j, i)$ in $O(N^2)$ time. Similarly, the above procedure also applies to the word-weighted cohesion functions (5) and (7). Therefore, the overall time complexity of the proposed DP solution (12)–(15) is $O(N^2)$.

4. Experiments

We carried out experiments on the TDT2 Mandarin BN corpus\(^1\), which contains about 53 hours of VOA Mandarin Chinese broadcast news audio. Manually annotated story boundaries and word-level speech recognition transcriptions of the audio recordings are provided. The TDT2 audio was transcribed by the Dragon LVCSR with word, character and base syllable error rates of 37%, 20% and 15%, respectively. The 177 audio recordings are divided into two non-overlapping sets: a development set of 90 recordings for parameter tuning and a set of 87 recordings for performance testing. According to TDT2, a detected story boundary is considered correct if it lies within a 15-second tolerant window on each side of a manually-annotated reference boundary.

Since subword $n$-gram units are robust to speech recognition errors and out-of-vocabulary (OOV) words in Mandarin broadcast news [6], we applied the proposed method on both word level and $n$-gram character/syllable levels. For the syllable level, we extracted syllable sequences of the word-level speech recognition transcriptions with a home-grown Pinyin lexicon. The balanced $F$-measure, i.e. the harmonic mean of precision and recall, was adopted as the evaluation criterion.

4.1. Results and Analysis

Table 1 summarizes the experimental results of the proposed MLC approach with different weighting schemes, i.e., the unweighted cohesion function (3) and the two weighted cohesion functions (5) and (7). We observe that IDF performs best on the word and unigram levels and the proposed DFE shows superior performance on the bigram, trigram and quadgram levels. The MLC approach with the DFE weighting scheme on the character bigram level achieves the highest $F$-measure of 0.7230.

\(^1\)http://projects.ldc.upenn.edu/TDT2/
Nevertheless, IDF cannot capture this kind of feature because it discriminates the area it occurs in from other parts of the document. This explains why the DFE version achieves clearly better results on density of a term that is rare in the rest of the document. This effectively captures it since DFE is very sensitive to local high does not care in-story recurrence. On the contrary, DFE can quadgram tends to be a local phenomenon, and effectively dis - is mainly due to the fact that the most frequently used words or quadgram is often due to two or more words that frequently recur in a particular story. As a result, recurrence of a trigram or quadgram is often due to two or more words that frequently recur in a particular story. As a result, recurrence of a trigram or quadgram tends to be a local phenomenon, and effectively discrimi-nates the area it occurs in from other parts of the document. Nevertheless, IDF cannot capture this kind of feature because it does not care in-story recurrence. On the contrary, DFE can effectively capture it since DFE is very sensitive to local high density of a term that is rare in the rest of the document. This explains why the DFE version achieves clearly better results on the trigram and quadgram subword levels.

We observe that all three versions of the proposed method have superior performance on the bigram subword levels. This is mainly due to the fact that the most frequently used words in Chinese are bi-character and bigram subwords are robust to speech recognition errors and OOV words [6].

The DFE version shows superior performance on the tri- gram and quadgram subword levels as compared with the unweighted version and IDF version. This is because most of tri- gram and quadgram subwords are merely combinations of char- acters (syllables) from adjacent words. Recurrence of a trigram or quadgram is often due to two or more words that frequently recur in a particular story. As a result, recurrence of a trigram or quadgram tends to be a local phenomenon, and effectively discrimi-nates the area it occurs in from other parts of the document. Nevertheless, IDF cannot capture this kind of feature because it does not care in-story recurrence. On the contrary, DFE can effectively capture it since DFE is very sensitive to local high density of a term that is rare in the rest of the document. This explains why the DFE version achieves clearly better results on the trigram and quadgram subword levels.


Table 1: Story segmentation results (F1-measure) for the proposed MLC approach with different weighting schemes

<table>
<thead>
<tr>
<th>Weighting Scheme</th>
<th>Unigram</th>
<th>Bigram</th>
<th>Trigram</th>
<th>Quadgram</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unweighted</td>
<td>0.6990</td>
<td>0.6111</td>
<td>0.6233</td>
<td>0.6138</td>
</tr>
<tr>
<td>IDF</td>
<td>0.6797</td>
<td>0.6821</td>
<td>0.6738</td>
<td>0.6527</td>
</tr>
<tr>
<td>DFE</td>
<td>0.6563</td>
<td>0.5359</td>
<td>0.6854</td>
<td>0.6630</td>
</tr>
</tbody>
</table>

The performances of these approaches on the TDT2 corpus are shown in Figure 2. We can see that the proposed MLC approach outperforms the others. For instance, it achieves a relative improvement of 4.62% over the subword-based NCuts approach.

5. Conclusions

This paper has proposed a maximum lexical cohesion (MLC) approach to news story segmentation. Different from inter-sentence similarity based approaches, the proposed MLC approach works at finer word granularity. This makes it very suitable for spoken document segmentation since speech recognition transcripts have no sentence delimiters. Our contributions are: (1) a segmentation goodness measure that takes account of both lexical cohesion and a prior preference of story length; (2) a novel word weighting scheme called difference from expectation (DFE); (3) a dynamic programming algorithm for finding the optimal segmentation in polynomial time. Experiments show that the proposed MLC approach outperforms several state-of-the-art lexical methods; the two word-weighting schemes, i.e. the classical IDF and the proposed DFE, have respective advantages at different word/subword levels in broadcast news story segmentation.
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