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Abstract

This paper describes our recent work on extending the punctuation module of automatic subtitles for Portuguese Broadcast News. The main improvement was achieved by the use of prosodic information. This enabled the extension of the previous module which covered only full stops and commas, to cover question marks as well. The approach uses lexical, acoustic and prosodic information. Our results show that the latter is relevant for all types of punctuation. An analysis of the results also shows what type of interrogative is better dealt with by our method, taking into account the specificities of Portuguese. This may lead to different results for different types of corpora, depending on the types of interrogatives that are more frequent.

Index Terms: automatic punctuation, sentence boundary detection, rich transcription, broadcast news subtitling.

1. Introduction

The main motivation of this work is the improvement of the punctuation module of our automatic broadcast news captioning system. Like the speech recognition module and the modules that precede it, the punctuation and capitalization modules share low latency requirements, given their on-the-fly usage.

Although the use of prosodic features in automatic punctuation methods is well studied for some languages, the first implemented version for European Portuguese (henceforth EP) deals only with full stop and comma recovery, and explores a limited set of features, mostly lexical and acoustic, simultaneously targeting at low latency, and language independence [1].

The aim of this work is to improve the punctuation module, first by exploring additional features, namely prosodic, and later by weighting the lexical and prosodic features impact on the baseline system when encompassing interrogatives. To the best of our knowledge, this is the first study to quantify the distinct interrogative types and also to discuss the weight of the lexical and prosodic properties of these structures, based on planned and spontaneous speech data for EP.

The next section reviews related work. The baseline module and its improvement are described in Sections 3 and 4, respectively. Section 5 deals with the implementation of prosodic features to detect question marks. Conclusions and future work are presented in Section 6.

2. Related work

Recent studies (e.g., [2, 3, 4, 5, 6, 7]) show that the analysis of prosodic features is crucial to improve sentence boundary detection systems. Prosodic features, such as pause, final lengthening, pitch reset, and energy, are among the most salient cues in these studies. This is supported on evidences that such cues are language-independent [8] and that languages have prosodic strategies to delimit sentence-like units (SU).

Recent studies have also pointed out that there are prosodic similarities across speaking styles [3]. The authors extracted prosodic features and ranked them accordingly to their impact on the identification of dialog act boundaries. The scaled features are (in order): pause, pitch (log ratio of the pitch at the end of the last word and at the beginning of the first word after a boundary), energy (similar to the analysis window for pitch) and duration.

Detecting positions where a punctuation mark is missing, roughly corresponds to the task of detecting a SU, or finding SU boundaries. SU boundary detection has gained increasing attention during recent years, and it has been part of the NIST rich transcription evaluations. A general HMM (Hidden Markov Model) framework that allows the combination of lexical and prosodic clues for recovering full stop, comma and question marks is used by [9] and [10]. A similar approach was also used for detecting sentence boundaries by [11, 2, 12]. [10] also combines 4-gram language models with a CART (Classification and Regression Tree) and concludes that prosodic information highly improve the results. [13] describes a maximum entropy (ME) based method for inserting punctuation marks into spontaneous conversational speech, where the punctuation task is considered as a tagging task and words are tagged with the appropriate punctuation. It covers three punctuation marks: comma, full stop, and question mark; and the best results on the ASR output are achieved using bigram-based features and combining lexical and prosodic features. [7] proposes a multi-pass linear fold algorithm for sentence boundary detection in spontaneous speech, which uses prosodic features, focusing on the relation between sentence boundaries, break indices and duration, covering their local and global structural properties. Other recent studies have shown that the best performance for the punctuation task is achieved when prosodic, morphologic and syntactic information are combined [6, 12, 14].
Table 1: Portuguese BN corpus properties.

<table>
<thead>
<tr>
<th></th>
<th>#Words</th>
<th>Dur. (h)</th>
<th>Planned</th>
<th>Spont.</th>
<th>WER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>477k</td>
<td>46</td>
<td>55%</td>
<td>32%</td>
<td>14%</td>
</tr>
<tr>
<td>Devel</td>
<td>66k</td>
<td>6</td>
<td>51%</td>
<td>38%</td>
<td>19%</td>
</tr>
<tr>
<td>Test</td>
<td>135k</td>
<td>18</td>
<td>56%</td>
<td>36%</td>
<td>19%</td>
</tr>
</tbody>
</table>

3. Baseline punctuation module

Our on-line broadcast news processing system consists of a pipeline of modules that starts with jingle detection, audio digitization, and automatic speech recognition (ASR) [15]. Our ASR system follows the connectionist paradigm. The hybrid models have been recently improved by the inclusion of multiple-state phone units, and a fixed set of phone transition units aimed at specifically modeling the most frequent intra-word phone transitions [16]. Although the system can be improved by using dynamic vocabulary and language models updated daily, the experiments reported in this paper used a fixed vocabulary of 100k words.

Next in our pipeline, come the punctuation and capitalization modules [1, 17]. Both use a discriminative approach, based on maximum entropy (ME) models, which provides a clean way of expressing and combining different properties of the information. This is specially useful for the punctuation task, given the broad set of available lexical, acoustic and prosodic features. This approach requires all information to be expressed in terms of features, causing the resultant data file to become several times larger than the original one. The classification is straightforward, making it interesting for on-the-fly usage.

The experiments described in this paper used the MegaM tool [18] for training the maximum entropy models, using conjugate gradient and logistic regression. Our baseline experiments targeted only the two most frequent punctuation marks: full stop and comma. The following features were used for a given word w in the position i of the corpus: \( w_i \), \( w_{i+1} \), \( 2w_i, w_{i-2} \), \( 2w_{i-1}, 2w_i, 2w_{i+1} \), \( 3w_{i-2}, 3w_{i-1}, \), \( p_i, p_{i+1} \), \( 2p_i, 2p_{i-1} \), \( 2p_{i+1}, 3p_i, 3p_{i-1} \), GenderChgs\(_i\), SpeakerChgs\(_i\), and TimeGap\(_i\), where: \( w_i \) is the current word, \( w_{i+1} \) is the word that follows and \( nW_{i+x} \) is the n-gram of words that starts \( x \) positions after or before the position \( i; p_i \) is part-of-speech of the current word, and \( nP_{i+x} \) is the n-gram of part-of-speech of words that starts \( x \) positions after or before the position \( i; GenderChgs\(_i\), and SpeakerChgs\(_i\) correspond to changes in speaker gender, and speaker clusters; TimeGap\(_i\) corresponds to the time period between the current and following word.

The corpus used in these experiments is the speech recognition subset of the BN (Broadcast News) European Portuguese Corpus, collected during 2000 and 2001 [19]. The manually orthographic transcriptions of this corpus were recently revised by an expert linguist, thereby removing many inconsistencies in terms of punctuation marks that affected our previous results. Table 1 shows some properties of this corpus, where Dur. values represent the duration of all speech sequences (silences not included). Although most of the corpus corresponds to planned speech, spontaneous speech is still a significant part. Given the restriction to the two most frequent punctuation marks, all the other marks were converted into one of these two, according to the following rules: 

- \( \bullet \): \( \circ \), \( \ast \), \( \dagger \) \( \Rightarrow \) \textit{full stop};
- \( \circ \), \( \ast \), \( \dagger \) \( \Rightarrow \) \textit{comma}.

The training and evaluation experiments, described here, use the automatic transcriptions, produced by our recognition system. The reference punctuation was provided by the corresponding manual transcriptions of the corpus, by means of an alignment between the manual and the automatic transcriptions. This is a non-trivial task mainly because of the recognition errors. The NIST SCLite tool \(^1\) was used for this task, followed by a post-processing step, either by aligning words which can be written differently or by correcting some SCLite basic errors. The data was automatically annotated with part-of-speech information, using MARV \(^2\). The results achieved with this baseline version are shown in the first line of Table 2. The evaluation used the performance metrics Precision, Recall and SER (Slot Error Rate) [21]. Only punctuation marks are considered as slots and used by these metrics. Hence, the SER is computed by dividing the number of punctuation errors by the number of punctuation marks in the reference data.

4. Improved model for full stop and comma

In order to introduce prosodic features for detecting SUs, we have performed a number of additional steps. The first step consisted of extracting the pitch and the energy from the speech signal, which was achieved using the Snack Sound Toolkit\(^2\). Durations of phones, words, and interword pauses are extracted from the recognizer output. By combining the pitch values with the phone boundaries, we have removed microintonation and octave jump effects from the pitch track. Another important step consisted of marking the syllable boundaries as well as the syllable stress. A set of syllabification rules was designed and applied to the lexicon. The rules account fairly well for native words, but need improvements for words of foreign origin. Finally, we have calculated the maximum, minimum, median and slope values for pitch and energy in each word, syllable, and phone. Duration was also calculated for each one of the previous units.

As previously mentioned, our experiments aim at analyzing the weight and contribution of each prosodic feature per se and the impact of the combination of prosodic features. Underlying the feature extraction process are linguistic evidences that pitch contour, boundary tones, energy slopes, and pauses are crucial to delimit sentence-like units across languages. First, we have tested if the features would perform better on different units of analysis: phones, syllables and/or words. Supported on linguistic findings for EP [22, 23], we hypothesized that the stressed and post-stressed syllables would be relevant units of analysis to automatically identify punctuation marks. When considering the word as a window of analysis, we are also accounting for the information in the pre-stressed syllables as well.

Features are calculated for each word transition, with or without a pause, using the same analysis window as [3]. The following are the features used: F0 and energy slopes in the words before and after a silent pause, F0 and energy differences between these units and also duration of the last syllable and the last phone. With this set of features we aim at capturing nuclear and boundary tones, amplitude, pitch reset, and final lengthening.

Table 2 shows the results for the full stop and comma recovery, where each prosodic parameter was analyzed separately. We have found that the feature that most contributes to this task is pitch values for the word (see W_P), that was further improved by adding the energy values also for the word (W_PE).

The syllables and phone base features did not show a substantial improvement for this specific task. Moreover, combining words

\(^{1}\) http://www.nist.gov
\(^{2}\) http://www.speech.kth.se/snack/
plus syllables (ALL) achieved results similar to using only word based features (W_PE). The duration parameter is of interest in English, since three particular strategies are used at the end of an intonational phrase: epenthetic vowel, elongated segmental material or elision of post-stressed segmental material. To the best of our knowledge, no quantifiable measures were reported for our language and little has been said about these strategies so far. Then, not surprisingly, the durational parameter did not add a substantial improvement to our model, although it did contribute to a slightly better result in the spontaneous speech data. In this specific set of data, there is a tendency to elongate the pitch and the last syllable of the word in a potential location for a punctuation mark, making duration an informative cue for this specific context.

Our results partially agree with the ones reported in [3], regarding the contribution of each prosodic parameter and also the set of discriminative features used, where the most expressive feature turned out to be F0 slope in the words and between word transitions. As stated by [8], these features are language independent. Language specific properties in our data are related with different durational patterns at the end of an international unit and also with different pitch slopes that may be associated with discourse functionalities beyond sentence-form types.

### 5. Extension to question marks

Detecting full-stops and commas, depends mostly on a local context, usually two or three words, and corresponds to detecting sentence boundaries. In the other hand, most interrogatives, especially the Wh-questions, depend on the words that are used at the begin and at the end of the sentence, which means that sentence boundaries must be previously known. Experiments here reported use the manual sentence segmentation. The same acoustic and prosodic features used for full stop and comma were also applied to question mark. However, lexical features are extracted from the whole sentence, and each event corresponds to a sentence instead of a word.

Given that the BN training corpus contains a small amount of sentences when comparing with newspaper corpora, we have combined two models: the first model created from written corpora (about 150M words) and the other built directly from the speech transcriptions. The achieved results are reported in Table 3, where the first row was achieved using only lexical and acoustic features, and the second one corresponds to combining lexical, acoustic and prosodic features. The results reveal an absolute increase of 1% in F-measure and SER. These results are encouraging, but still far from the ones obtained for full stop and comma. Nevertheless, other related work also show a lower performance in the detection of question marks. For example, [24] reports about 47% precision and 24% recall for English BN, using a very large written corpus for training, but only lexical features. This suggests that a larger corpus would contribute further improvements.

These results motivated an extended analysis of the type of interrogative that is present in our BN corpus. EP has different interrogatives: yes/no questions, alternative questions, wh- and tag questions. A yes/no question requests a yes or no answer, and in EP they generally presents the same syntactic order as a statement (contrarily to English that may encode the y/n interrogative with auxiliary verb and subject inversion). An alternative question presents two or more hypothesis expressed by the interrogative particle, such as “what”, “who”, “when”, “where”, “why” etc., corresponding to what is being asked about. In a tag question an interrogative clause (most frequently, “não é?” / “isn’t it?”) is added to the end of a statement.

The overall frequency of interrogatives in our BN corpus is 2.1% . Yes/no questions account for 47.0% of all interrogatives, wh-questions for 40.4%, while tags and alternative questions for 10.0% and 2.6%, respectively. These percentages compare well with the ones for newspapers, but not with the ones found in other corpora analyzed.

Based on language dependency effects (fewer lexical cues in EP than in other languages, such as English) and also on the statistics presented, one can say that ideally around 40.0% of all interrogatives in broadcast news would be mainly identified by lexical cues – corresponding to wh-questions – while the remaining ones would imply the use of prosodic features to be correctly identified. Results pointed out in this direction. A recent study focusing on the detection of question marks in meeting transcriptions [25] analyses the relevance of various features in this task, showing that the lexico-syntactic features are the most useful. When training only with lexical features, wh-questions are expressively identified, whereas y/n questions are quite residual, exception made for thebigram “acha que” (do you think). They are still wh-questions not accounted for, mainly due to very complex structures hard to disambiguate automatically. When training with all the features, y/n and

### Table 2: Punctuation performance by combining different prosodic features.

<table>
<thead>
<tr>
<th>Type of Info</th>
<th>Added features</th>
<th>Exp. ID</th>
<th>Full-stop</th>
<th>Comma</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>Baseline</td>
<td></td>
<td>68.6%</td>
<td>64.9%</td>
<td>66.7%</td>
</tr>
<tr>
<td></td>
<td>Pitch</td>
<td>W_P</td>
<td>73.1%</td>
<td>66.4%</td>
<td>69.6%</td>
</tr>
<tr>
<td></td>
<td>Energy</td>
<td>W_E</td>
<td>67.2%</td>
<td>67.5%</td>
<td>67.3%</td>
</tr>
<tr>
<td></td>
<td>Pitch &amp; Energy</td>
<td>W_PE</td>
<td>74.0%</td>
<td>65.9%</td>
<td>69.7%</td>
</tr>
<tr>
<td>Syllables &amp; phones</td>
<td>Pitch &amp; Energy</td>
<td>SP_P</td>
<td>69.2%</td>
<td>67.7%</td>
<td>68.4%</td>
</tr>
<tr>
<td></td>
<td>Energy</td>
<td>SP_E</td>
<td>69.5%</td>
<td>64.3%</td>
<td>66.8%</td>
</tr>
<tr>
<td></td>
<td>Duration</td>
<td>SP_D</td>
<td>69.4%</td>
<td>64.6%</td>
<td>66.9%</td>
</tr>
<tr>
<td></td>
<td>Pitch, Energy, Dur.</td>
<td>SP_PED</td>
<td>70.4%</td>
<td>66.0%</td>
<td>68.2%</td>
</tr>
</tbody>
</table>

| All Combined | ALL             | 72.9% | 67.6% | 70.1% | 56.7% | 62.9% | 42.7% | 50.9% | 82.5% | 67.6% | 52.6% | 59.1% | 62.3% |

### Table 3: Performance results recovering the question mark.

<table>
<thead>
<tr>
<th>Type</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
<th>SER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>76.5%</td>
<td>16.0%</td>
<td>26.4%</td>
<td>88.9%</td>
</tr>
<tr>
<td>+ prosody</td>
<td>79.0%</td>
<td>16.5%</td>
<td>27.3%</td>
<td>87.9%</td>
</tr>
</tbody>
</table>
tag questions are better identified. We also have verified that, prosodic features increase the identification of interrogatives in BN spontaneous speech.

6. Conclusions and future work

This paper describes our efforts in extending our punctuation module to a better detection of the basic punctuation marks, full stop and comma, and to deal with the question mark. Reported experiments were performed directly over the automatic speech recognition output, using lexical, acoustic and prosodic features. Results pointed out that combining all the previous features lead to the best performance for the punctuation task.

We were also able to discriminate the most relevant prosodic features for this task, being the pitch related ones the most significant per se. Though, the best results were obtained when combining pitch and energy. The full stop detection consistently achieves the best performance, followed by the comma, and finally by the question mark. The latter, however, its still an early stage and can be further improved either by using larger training data and by extending the analysis of pitch slopes with discourse functionalities beyond sentence-form types.

We also aim at extending our work to other corpora in order to see if the weight of the features is dependent on the nature of the corpus and on the most characteristic types of interrogatives in each. In fact, the percentage of interrogatives is highly dependent on the nature of the corpus. For our map-task corpus, for instance, interrogatives represent 22.0% of all the punctuation marks and similar values (20.4%) are found in a university lectures corpus – in both corpora the proportion is ten times more than in broadcast news. This difference is not related only with the percentage of interrogatives across different corpora, but also with their subtypes. The most notorious differences concern i) the highest percentage of tag questions in the university lecture corpus (40.4%), interpretable by the teacher’s need to confirm if the students are understanding what has been said; ii) the highest percentage of y/n questions in the map-task corpus (73.6%), related mostly with the description of a map made by a giver and the need to ask if the follower is understanding an instruction.
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