On the Importance of Glottal Flow Spectral Energy for the Recognition of Emotions in Speech
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Abstract

Two new approaches to feature extraction for automatic emotion classification in speech are described and tested. The methods are based on recent laryngological experiments testing the glottal air flow during phonation. The proposed approach calculates the area under the spectral energy envelope of the speech signal (AUSEES) and the glottal waveform (AUSEEG). The new methods provided very high recognition rates for seven emotions (contempt, angry, anxious, dysphoric, pleasant, neutral and happy). The speech data included 170 adult speakers (95 female and 75 male). The classification results showed that the new features provided significantly higher classification results (89.95% for AUSEEG, 76.07% for AUSEES) compared to the baseline MFCC approach (37.81%). The glottal waveform based AUSEEG features provided better results than the speech based AUSEES features, indicating that the majority of the emotion information is likely to be added to speech during the glottal wave formation.

Index Terms: nonlinear modeling, emotion classification, speech analysis, glottal energy, feature extraction.

1. Introduction

Speech is the most important means of communication among humans. Apart from conveying linguistic information between speakers, it also carries a large paralinguistic content including vital information about speakers’ emotions, personalities, attitudes, feelings, levels of stress and current mental states. As a biological signal, speech contains a lot of medical diagnostic information and psychological behavioral information, which in comparison with other biological signals, such as for example ecg or eeg, has been very much under-utilized. One of the reasons for this under-utilization of the vital information present in speech is the combination of high complexity and a wide bandwidth of the speech signal, which makes the analysis relatively more complex than in the case of other bio-signals. Another limiting factor is a serious lack of proper modeling and understanding of the speech production process. The classical source-filter model has a linear character and was generated a few decades ago for the purposes of telecommunication engineering, where conveying of an accurate linguistic content was of primarily importance. It does not include mechanisms explicitly responsible for the generation of the paralinguistic aspect of speech. As a result the majority of the current approaches to emotional speech analysis rely on the assumption that the emotional state of a speaker affects in some way speech parameters assumed by the existing source-filter model. Subsequently these parameters including the fundamental frequency F0, formants and energy, or parameters derived from them, are the most often cited in the literature as characteristic features used in emotion recognition from speech [8,9]. An increasing number of recent laryngological and psychological studies aim to improve our understanding of mechanisms involved in speech production and in particular the generation of the paralinguistic aspects of speech [11,12].

This study follows the results of recent laryngological experiments [3,10] investigating the nonlinear characteristics of air flow during the phonation process. Based on the suggestions presented in these reports, two new types of characteristic features are proposed and applied to emotion recognition in speech. It is demonstrated that the proposed features provide significantly better performance than the conventional emotion recognition method based on the mel frequency cepstral coefficients (MFCC). Moreover, the results based on the new features indicated that the emotional aspect of speech is likely to be generated mostly during the glottal flow formation, and the spectral distribution of the glottal energy is an important factor for differentiating between emotions.

Importantly, the speech data used in this study includes natural speech produced within family environments during typical conversations between family members.

The remaining sections of this paper are organized as follows. Section 2 explains the nonlinear model of the glottal flow formation resulting from a number of recent studies. Section 3 describes the speech data base used in this study. Section 4 explains the methodology of emotion classification and introduces two new types of characteristic features. Section 5 describes the experiments and results, and Section 6 presents the conclusions.

2. Nonlinear Model of the Glottal Flow Formation

The classical source-filter theory of voice production assumes the air flow through the vocal folds and vocal tract has a unidirectional and laminar character. However, recent advances in theoretical acoustics and computational modeling, and experiments in mechanical models suggest that certain modifications are needed.

Teager [4] indicated the existence of nonlinear air vortices formed during speech production. These findings were later confirmed through experimental studies of fluid flow in a dynamic mechanical model of the vocal folds and tract [5].

In a study of speech classification under stress Zhou et al. [2] proposed that in the emotional state of anger or stress, additional sound sources can be generated in the form of air vortices. Features sensitive to the presence of these additional vortices can indicate the emotional state of a speaker. In recent
experimental studies [3,10] using excised canine larynges, two types of consistent, periodic air vortices were identified. During the early opening phase of the vocal folds, when the glottis is convergent, supraglottal vortices occur above the vocal folds. During the latter part of the vocal fold closing, when the glottis is divergent, intraglottal vortices are formed between the vocal folds. The intraglottal vortices generated between symmetrically vibrating vocal folds produced a negative pressure, resulting in a suction force promoting a rapid closing of the vocal folds. The acoustic consequence of the rapid flow shutoff is an increase of energy in the higher harmonics when compared to asymmetrically vibrating vocal folds. The supraglottal vortices on the other hand provide additional sound sources when hitting hard surfaces of the vocal folds or interacting with each other. The presence of these additional sound sources is manifested as additional harmonics and cross-harmonics in the speech spectra. Figure 1 shows a new nonlinear model of the air flow during the phonation process based on findings reported in [2] and [3,10]. Note that the supraglottal vortices do not necessarily coincide in time with the intraglottal vortices.

Aiming to test the above hypothesis, new types of features were proposed. The first type, calculates the area under the spectral energy envelope of the speech signal (AUSEES) and the second method calculates the area under the spectral energy envelope of the glottal waveform (AUSEEG).

It was assumed that if our hypothesis is true, these two methods would show a relatively high emotion classification rates in speech. In addition, a comparison between the correct classification rates for AUSEES and AUSEEG would provide an indication whether the emotional aspect is added to speech during the glottal flow formation or during the vocal tract articulation (filtering) process.

### 3. Speech Data

The speech data was obtained as a result of research cooperation with the Oregon Research Institute (ORD) in USA. The data set consisted of video recordings collected for the purpose of behavioral studies within family environments. The sound track of the video recordings contained typical conversations between family members (parents and children) during problem solving interactions. The data selected for this study contained speech of 170 adult speakers (parents) including 95 female speakers and 75 male speakers. The speakers had a general USA-English accent. The speech recordings were down sampled from the original sampling rate of 44.1 kHz to 22 kHz. The videotapes were annotated in real time by trained psychologist using the Living in Family Environments (LIFE) coding system [1]. The annotation provided second-by-second labeling of the following seven emotions: contempt, angry, anxious, dysphoric, pleasant, neutral, and happy. Each emotion was represented by a number of speech utterances of an average duration of 1.5 seconds. The numbers of recordings representing each emotion are listed in Table 1.

<table>
<thead>
<tr>
<th>Speech emotion</th>
<th>Number of recordings (each of approx. length 1.5 sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contempt</td>
<td>Females: 1145 146 143 153 142 143</td>
</tr>
<tr>
<td></td>
<td>Males: 92 146 142 144 144 146 143</td>
</tr>
<tr>
<td></td>
<td>Both: 203 291 288 287 297 287 297 288 286</td>
</tr>
</tbody>
</table>

### 4. Method

In the pre-processing stage the amplitudes of speech samples were normalized into the range -1+1. After removal of noise, and voiced/silence detection, the voiced speech frames were concatenated and used in the two-stage processing illustrated in Figure 2. In the first stage (training) characteristic features representing known emotions were used to train the emotional class models. In the second stage (classification or testing), characteristic features from speech samples of unknown classes were compared with the models to determine emotional classes to which they belonged.

### 4.1. Feature Extraction

#### 4.1.1. Conventional MFCC Features

The mel-frequency cepstral coefficients (MFCCs) are widely used acoustic features for speech modeling and pattern recognition [7,8]. For each speech frame, the Fourier transform and the energy spectrum were calculated. The energy spectrum was then mapped onto the mel-frequency scale. Finally, the discrete cosine transform (DCT) of the mel log powers was calculated and the first 12 DCT coefficients provided the MFCC values corresponding to a given frame.
The MFCC parameters were used as a benchmark for comparison with the proposed features AUSEEG and AUSEES.

4.1.2. New AUSEEG and AUSEES Features

The classical source-filter theory of voice production assumes that the air flow through the vocal folds (source) and the vocal tract (filter) is unidirectional. During phonation, the vocal folds vibrate. One vibration cycle includes the opening and closing phases in which the vocal folds are moving apart or together, respectively. The number of cycles per second determines the frequency of the vibration, which is subjectively perceived as pitch or objectively measured as the fundamental frequency $F_0$. The sound is then modulated by the vocal tract configuration and the resonant frequencies of the vocal tract are known as formants. The calculation of glottal flow characteristics provides a lot of challenges. The primary problem lies in the difficulty of separating glottal and vocal tract characteristics in the acoustic speech waveform. On the other hand, as indicated in [6], glottal features appear to be strongly correlated with depression, which indicates that they could be also useful in stress and emotion classification.
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Figure 3: Examples of the spectral energy envelopes of glottal waveforms produced with different emotions.

In Figure 3, glottal spectra for the speech signal recorded under different emotions are plotted. It can be seen that different emotions have different amplitude gradients and distributions of energy across frequency. The examples shown in Figure 3 were for speech utterances of approximately 1.5 seconds duration and expressed with different emotions. It should be noted that these examples were calculated for utterances with different linguistic content. Since the speech data represented natural speech it was not practical to search for identical utterances pronounced with different emotions. Despite of this limitation, Figure 3 provides two important observations. Firstly, the spectral energy decreases with frequency, however the rate of this decrease differs across emotions. Secondly, the numbers and values of spectral peaks representing different harmonics also vary across emotions.

The slopes of the glottal spectral envelope were tested as a possible feature for emotion classification. A line was fit to the first 8 harmonics representing a speech frame; however the results were relatively poor. This was partially due to difficulties associated with determining frequencies of the harmonic components. It was found that the value of the area under the spectral envelope provided much more stable parameters. Based on this, two closely related types of features AUSEEG and AUSEES were proposed. The calculation steps for the AUSEEG and AUSEES methods are illustrated in Figure 4. In both cases, the FFT algorithm was applied either to the glottal waveform (AUSEEG) or to the voiced speech signal (AUSEES), and the spectral energy was calculated for each frame. The energy levels below an arbitrary threshold $\zeta = 0$dB were set to zero. The value of $\zeta$ was determined experimentally. The entire spectral range of 11 kHz was sub-divided into 16 spectral sub-bands of equal width of 687.5 Hz on a linear scale. For each sub-band the area under the spectral envelope was calculated generating 16 feature parameters representing a given frame. It was determined through classification tests that the linear equidistant frequency sub-bands provided better classification results than the logarithmically equidistant sub-bands. As indicated in [15] characteristic features which provide a high resolution at both low and high frequency bands are essential in stress and emotion recognition in speech. In the case of AUSEEG, the glottal waveform was estimated using the inverse filtering and integrator [14].
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Figure 4: AUSEEG/AUSEES calculation steps.

4.2. Classification

The two most frequently used classifiers were employed to generate emotional models and test the speech samples. These were the Gaussian mixture model (GMM) and the k-nearest neighbors (KNN) method [13]. The classification score for all classifiers was calculated as an average percentage of identification accuracy (APIA) defined as follows:

$$APIA = \frac{1}{N_f} \frac{N_C}{N_r} \times 100\%$$  \hspace{1cm} (1)

Where $N_C$ is the number of test inputs correctly identified, $N_r$ is the total number of test inputs, and $N_f$ is the number of repeated runs.

5. Experiments and Results

The emotion classification process was performed using three different feature extraction methods: AUSEEG, AUSEES and MFCC. Each feature extraction method was tested using two different classifiers: GMM and KNN. In the tests involving the GMM classifier 5 Gaussian mixtures were used to model each emotional class. For each feature/classifier combination, the training and classification process was run 15 times, each time with different randomly chosen training and testing sets. Eighty percent of the entire data was used in the training
process and 20% in the testing. The classification results were assessed using the average percentage of identification accuracy given in Eq.(1). The emotion recognition was tested for each gender separately, as well as for the entire data including both genders. In all cases, the speech samples were classified into seven classes of emotion: contempt, angry, anxious, dysphoric, pleasant, neutral and happy. Table 2 provides a performance comparison based on the average percentage of identification accuracy for all feature/classifier combinations, for two genders and for entire data including both genders. In Tables 3 and 4, the average percentage of identification accuracy for each emotion using the new feature extraction methods AUSEEG (Table 3) and AUSEES (Table 4) are presented.

Table 2. The average percentage of identification accuracy using three types of features: AUSEEG, AUSEES and MFCC.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>AUSEEG</th>
<th>AUSEES</th>
<th>MFCC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GMM</td>
<td>KNN</td>
<td>GMM</td>
</tr>
<tr>
<td>Females</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>85.17</td>
<td>79.25</td>
<td>81.70</td>
<td>69.80</td>
</tr>
<tr>
<td>Males</td>
<td>84.79</td>
<td>84.86</td>
<td>78.96</td>
</tr>
<tr>
<td>Both</td>
<td>89.95</td>
<td>84.27</td>
<td>76.07</td>
</tr>
</tbody>
</table>

Table 3. The average percentage of identification accuracy for each emotion using AUSEEG features and GMM.

<table>
<thead>
<tr>
<th>Group</th>
<th>Emotions</th>
<th>Contempt</th>
<th>Angry</th>
<th>Anxious</th>
<th>Dysphoric</th>
<th>Pleasant</th>
<th>Neutral</th>
<th>Happy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Females</td>
<td></td>
<td>97.14</td>
<td>94.67</td>
<td>63.81</td>
<td>56.00</td>
<td>93.78</td>
<td>74.67</td>
<td>79.05</td>
</tr>
<tr>
<td>Males</td>
<td></td>
<td>82.96</td>
<td>86.98</td>
<td>91.98</td>
<td>91.98</td>
<td>93.78</td>
<td>74.67</td>
<td>79.05</td>
</tr>
<tr>
<td>Both</td>
<td></td>
<td>92.00</td>
<td>98.85</td>
<td>89.89</td>
<td>88.97</td>
<td>96.00</td>
<td>82.30</td>
<td>82.07</td>
</tr>
</tbody>
</table>

Table 4. The average percentage of identification accuracy for each emotion using AUSEES features and GMM.

<table>
<thead>
<tr>
<th>Group</th>
<th>Emotions</th>
<th>Contempt</th>
<th>Angry</th>
<th>Anxious</th>
<th>Dysphoric</th>
<th>Pleasant</th>
<th>Neutral</th>
<th>Happy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Females</td>
<td></td>
<td>97.14</td>
<td>94.67</td>
<td>63.81</td>
<td>56.00</td>
<td>93.78</td>
<td>74.67</td>
<td>79.05</td>
</tr>
<tr>
<td>Males</td>
<td></td>
<td>82.96</td>
<td>86.98</td>
<td>91.98</td>
<td>91.98</td>
<td>93.78</td>
<td>74.67</td>
<td>79.05</td>
</tr>
<tr>
<td>Both</td>
<td></td>
<td>92.00</td>
<td>98.85</td>
<td>89.89</td>
<td>88.97</td>
<td>96.00</td>
<td>82.30</td>
<td>82.07</td>
</tr>
</tbody>
</table>

6. Conclusions

Two types of characteristic features (AUSEEG and AUSEES) based on the new nonlinear model of the glottal waveform formation were presented and tested in the process of automatic emotion classification in speech.

The results presented in Tables 2-4 showed significant gender based differences which confirmed previously reported similar observations [6,7]. Both classifiers showed similar trends, however the classification results obtained for the GMM were in most cases higher than for KNN.

Table 3 provides interesting gender based observations showing that for the glottal waveform (AUSEEG) all emotions except dysphoric and happy were easier to detect in female speakers than in male speakers. Table 4 on the other hand shows that with speech-based detection (AUSEES), all emotions except dysphoric and happy were easier to detect in female speakers than in male speakers. As illustrated in the example of Fig. 3, dysphoric and happy affects exhibit very similar spectral distribution of energy which could explain the higher level of confusion between these two emotions.

Both types of the proposed features AUSEEG and AUSEES (Table 2) significantly outperformed the classical MFCC features, indicating that the distribution of the spectral energy is an important factor in emotion discrimination.

It was also demonstrated (Table 2) that the new features AUSEEG representing the spectral energy distribution of the glottal waveform provided better classification rates than the AUSEES features representing the spectral energy distribution of the speech signal. This observation provides an important indication suggesting that most of the emotional aspect of speech is generated during the glottal wave formation, before the vocal tract filtering process.
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