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Abstract

This paper proposes a frame-wise model re-estimation method based on Gaussian pruning with weight normalization for noise robust voice activity detection (VAD). Our previous work, switching Kalman filter-based VAD, sequentially estimates a non-stationary noise Gaussian mixture model (GMM) and constructs GMMs of observed noisy speech signals by composing pre-trained silence and clean GMMs and sequentially estimated noise GMMs. However, the composed models are not optimal, because they do not fully reflect the characteristics of the observed signal. Thus, to ensure the optimality of the composed models, we investigate a method for re-estimating the composed model. Since our VAD method works under the frame-wise sequential processing, there are insufficient re-training data for re-estimation of whole model parameters. To solve this problem, we propose a model re-estimation method that involves the extraction of reliable information using Gaussian pruning with weight normalization. Namely, the proposed method re-estimates the model by pruning non-dominant Gaussian distributions in expressing the local characteristics of each frame and by normalizing Gaussian weights of remaining distributions.

Index Terms: voice activity detection, switching Kalman filter, Gaussian pruning, Gaussian weight normalization

1. Introduction

Voice activity detection (VAD) that automatically detects a period containing a target speech signal from a continuously observed signal plays crucial role as regards progress on speech processing technology. VAD has various applicable fields in speech-oriented technology, e.g., speech enhancement, speech coding, and the front-end processing of speech recognition.

VAD usually consists of two parts: a feature extraction part and a discrimination part. Higher-order statistics [1], long-term spectral divergence [2], and a periodic to aperiodic component ratio of speech [3] have been proposed as robust discriminative features. On the other hand, statistical model-based methods have been proposed as non-speech / speech discriminators [4, 5]. To additionally improve robustness for non-stationary noise environments from the conventional model-based approach, we have proposed a switching Kalman filter (SKF)-based VAD [6].

SKF-based VAD consists of the following three steps:

(1) Noise estimation step: the parameters of a noise Gaussian mixture model (GMM) are estimated based on SKF by using the mean and the co-variance parameters of silence and clean speech GMMs, which are estimated in advance by using clean speech corpora.

(2) Composition step: two internal states of non-speech (silence + noise) and speech (clean speech + noise) in the noisy speech model are constructed by composing silence and clean speech GMMs with the estimated noise GMM as shown in Fig. 1.

(3) Discrimination step: speech absence or activity in the observed signal is discriminated by using the likelihood ratio of the observed signal between non-speech and speech GMMs.

In this framework, the characteristics of the observed signal are not directly reflected in the composition step, unlike the noise estimation. Namely, the composition step lacks optimality in terms of the consideration of the observed signal. Thus, one of the most important factors for our proposed approach is how to ensure the optimality of the noisy speech model by incorporating the characteristics of the observed signal. One of the standard approaches for this purpose is to employ a parameter re-estimation method in the noisy speech model by using the observed signal at the composition step. However, since VADs strongly require the smallest latency in many applications, a re-estimation method with one frame sample is desired. In this situation, it is almost impossible to re-estimate whole Gaussian parameters. To satisfy the requirement, we propose a model re-estimation method based on a Gaussian pruning technique by selecting dominant Gaussian distributions of non-speech and speech GMMs depending on the observed signal of the current frame. This method is reasonable, because in sequential processing, only partial aspects of whole speech characteristics are assumed to appear in each frame. Thus, contributions made by a small number of Gaussian distributions would be more dominant than the others in expressing the local characteristics of the observed signal in each frame. On the other hand, non-dominant Gaussian distributions may be unimportant and even harmful. Under these assumptions, we investigate a way of improving the optimality of the GMM by using Gaussian pruning-based model re-estimation. Then, we also apply Gaussian weight normalization to the remaining dominant Gaussian distributions in each frame. This normalization method can enhance likelihood given by each remaining Gaussian distribution, and improves effectiveness of the proposed Gaussian pruning.

The Gaussian pruning techniques are usually used to reduce computational complexity without degrading speech recogni-
tion accuracy [7, 8, 9]. Most Gaussian pruning techniques reduce the number of Gaussian distributions by merging similar distributions using some clustering methods. These methods involve the prior processing of speech recognition, and usually characteristics of the observed signal are not reflected in the pruning result. On the other hand, our proposed method involves posterior processing of VAD, and improves the optimality of GMM by using characteristics of the observed signal. The proposed method does not aim to reduce computational complexity, thus making it different from conventional pruning techniques.

2. Review of SKF-based VAD

This section briefly reviews each step of SKF-based VAD.

2.1. Noise estimation step

The mean and co-variance parameters of noise GMM are sequentially estimated and updated at each frame with a SKF in the log Mel-spectral domain. In this step, parts of parameter sets of SKF are obtained by the pre-trained silence and clean speech GMMs. Furthermore, the observed signal $O_t$ which is a $d$-dimensional vector of the log Mel-spectra at current $t$-th frame is utilized in the SKF, thus the SKF can reflect the characteristics of observed signal in the estimation results. The details of noise estimation step are described in [6].

2.2. Composition step

In the log Mel-spectral domain, the composition of noisy speech model is derived by the following equations:

$$\mu_{O,t,j,k} = \mu_{S,t,j,k} + \log \left( 1 + \exp \left( \mu_{N,t,j,k} - \mu_{S,t,j,k} \right) \right)$$  (1)
$$\Sigma_{O,t,j,k} = F_{t,j,k} \Sigma_{N,t,j,k} F_{t,j,k} + \Sigma_{S,t,j,k}$$  (2)
$$F_{t,j,k} = \text{diag} \left\{ \partial \mu_{O,t,j,k} / \partial \mu_{N,t,j,k} \right\}$$,  (3)

where $\mu_{S,t,j,k}$, $\Sigma_{S,t,j,k}$, $\mu_{N,t,j,k}$, $\Sigma_{N,t,j,k}$, and $\Sigma_{O,t,j,k}$ denote the mean vectors and the diagonal co-variance matrices of the $k$-th Gaussian distribution in a silence ($j = 0$) or clean speech ($j = 1$) GMM, a noise GMM, and a noisy speech GMM, respectively. The operations $\log(\cdot)$ and $\exp(\cdot)$ are independently applied to each vector element, and the vector $1 = \{1, \cdots, 1\}^T$. This step merely composes the silence and the clean speech GMMs with the estimated noise GMM, thus the characteristics of observed signal are not fully reflected to the composed noisy speech model.

2.3. Discrimination step

When the noisy speech model is given, speech absence or activity is discriminated by using the likelihood ratio test (LRT) as follows:

$$q_t = \begin{cases} \text{Speech absence} & R_t < \text{Threshold} \\ \text{Speech activity} & \text{otherwise} \end{cases}$$  (4)

where $q_t$ and $R_t$ denote the estimated state and likelihood ratio at the $t$-th frame, respectively.

In the LRT, $R_t$ is given as ratio of forward probability $a_{s,t}$, i.e., $R_t = a_{s,t}/a_{q_t,t}$ instead of ratio of a model likelihood $b_j(O_t)$. This method is called as the HMM-based hang-over scheme [4]. The forward probability $a_{s,t}$ is derived as

$$a_{s,t} = \sum_{i=0}^{1} a_{s,t-i} \cdot a_{s_i,t-i} \cdot b_j(O_t)$$  (5)

where $a_{s,t}$ and $w_{j,k}$ denote the state transition probability of state $i$ (preceding state) to $j$ (present state) and Gaussian weight of a silence or clean speech GMM, respectively.

3. Model re-estimation based on Gaussian pruning with weight normalization

3.1. Problem of frame-wise model re-estimation

Noisy speech GMMs consist of the parameters derived by (1) and (2). In this method, the parameters of the noise GMM are optimally estimated by SKF, because the estimation scheme of the Kalman filter ensures the optimality of the estimation result by reflecting the characteristics the observed signal. However, the parts of parameter sets of SKF which are provided by the silence and clean speech GMMs are not optimal for the observed signal, because the parameters are trained by using speech corpora, which are usually different from the observed signal. Therefore, the parameters derived by (1) and (2) are not fully optimal for the observed signal.

The optimization of noisy speech model is an important factor for SKF-based VAD. Thus, to ensure the optimality of noisy speech model, the model parameters should be re-estimated by reflecting the characteristics the observed signal. In many cases, the mean and the co-variance parameters of a Gaussian distribution are updated with a maximum likelihood or a maximum a posteriori estimator. Here, since VADs strongly require the smallest latency, a re-estimation method with one frame sample is desired. However, it is almost impossible to re-estimate whole Gaussian parameters with one frame sample. To satisfy the requirement, we propose a model re-estimation that is different from the parameter re-estimation method with re-training data. The proposed model re-estimation method consists of two techniques. One is a Gaussian pruning technique by selecting dominant Gaussian distributions of non-speech and speech GMMs depending on the observed signal of the current frame. The other is Gaussian weight normalization technique which enhances the likelihood given by remaining dominant Gaussian distribution after the Gaussian pruning.

3.2. The aim of Gaussian pruning

Each noisy speech GMM includes $K$ Gaussian distributions. Each Gaussian distribution contained in each GMM represents various noisy speech signal characteristics. Furthermore, the observed signal also has various characteristics. For the effective likelihood calculation, usually, various Gaussian distributions are needed to cope with various characteristics included in all (or several) frame sequences of the observed signal. For example, Fig. 2(a) shows the correspondence of the characteristics of several frames to Gaussian distributions. As shown in Fig. 2(a), the GMM of the figure consists of four Gaussian distributions, and we can see that all the Gaussian distributions are needed to represent the characteristics of several frames. Thus, we must utilize various Gaussian distributions that can satisfactorily represent all the characteristics of the observed signal for effective likelihood calculation.

However, the above approach can be applied only in the case of a likelihood calculation with the whole frame sequence of the observed signal. If the likelihood calculation is restricted to a local (specific) characteristic of a current frame, Gaussian distributions that are not dominant in expressing the local characteristic may be unimportant and even harmful. For example, Fig. 2(b) shows the correspondence of the characteristics of the current frame to Gaussian distributions. As shown in Fig. 2(b), the likelihood calculation may be performed satisfactorily by using only two Gaussian distributions, $k = 2$ and $k = 3$, which
are dominant distributions for expressing the local characteristic of the current frame. Other Gaussian distributions, $k = 1$ and $k = 4$, are not dominant distributions for expressing the local characteristic, thus these Gaussian distributions may be unimportant for the likelihood calculation. Therefore, since only parts of the entire speech characteristics appear in each frame in the sequential processing, the contributions of a small number of Gaussian distributions are more dominant than the others. Under these assumptions, we investigate the effective likelihood calculation by pruning non-dominant Gaussian distributions.

### 3.3. Gaussian weight normalization

The Gaussian weights of the remaining distributions are normalized as the sum of the Gaussian weights is equal to 1 in accordance with the following equation:

$$\hat{w}_{t,j,n} = \frac{w_{j,n}}{\sum_{n'} w_{j,n'}}$$  \quad (7)

where $n$ and $\hat{w}_{t,j,n}$ denote the Gaussian index and the normalized Gaussian weight of the remaining distributions at the $t$-th current frame, respectively.

This normalization is an important factor in Gaussian pruning, because it enhances the likelihood of the remaining distributions. For example, when the Gaussian weights of before the pruning are given as $w_{j,k} = \{ 0.25, 0.35, 0.15, 0.25 \}$ and the two Gaussian distributions, $k = 2$ and $k = 3$, remain after the pruning, the Gaussian weights after the pruning are normalized as $\hat{w}_{t,j,2} = 0.7$ and $\hat{w}_{t,j,3} = 0.3$. By using these values, the likelihoods of Gaussian distributions $k = 2$ and $k = 3$ can be effectively enhanced.

### 3.4. Gaussian pruning based on $N$-best approach

As the Gaussian pruning criterion, we employ the posterior probability conditioned on the observed signal derived by the following equation:

$$P_{t,j,k} = \frac{w_{j,k} \cdot N(O_t; \mu_{O,t,j,k}, \Sigma_{O,t,j,k})}{\sum_{k'=1}^{K} w_{j,k'} \cdot N(O_t; \mu_{O,t,j,k'}, \Sigma_{O,t,j,k'})}$$ \quad (8)

By sorting $P_{t,j,k}$ in descending order, the sorted posterior probability $P_{t,j,k}^{\text{sort}}$ is obtained. In the results of the descending order sorting, $P_{t,j,k}^{\text{sort}1}$ with a small $k$ has a high value and $P_{t,j,k}^{\text{sort}1}$ with a large $k$ has a low value. Thus, $N_{t,j}$ dominant Gaussian distributions can be obtained by selecting only the Gaussian distributions from the highest $P_{t,j,k}^{\text{sort1}}$. The number of selected Gaussian distributions $N_{t,j}$ is decided by the value that maximizes the likelihood of the pruned model $\hat{b}_j(O_t)$ with normalized Gaussian weight $\hat{w}_{t,j,n}$ as follows:

$$N_{t,j} = \underset{N_t}{\text{arg max}} \left\{ \hat{b}_j(O_t) \right\}$$ \quad (9)

Here, a different Gaussian distribution is selected in each frame, because the value of $P_{t,j,k}$ changes depending on the characteristics of $O_t$.

When the number of selected Gaussian distributions $N_{t,j}$ is decided, the likelihood of the pruned model $\hat{b}_j(O_t)$ is used for the LRT as shown in Sec. 2.3.

### 4. Experiments

#### 4.1. Experimental setup

The proposed method was evaluated by using the real recorded data of CENSREC-1-C [10]. The data were recorded in two real environments (a restaurant and a street) with two different sound pressure levels (avg. 60 dBA: high SNR and avg. 70 dBA: low SNR). The sampling rate was 8 kHz. There were ten speakers (five males and five females). The recorded speech consisted of four files per subject. A single file included 9–10 utterances of continuous 1–7 digit numbers with two-second intervals. The correct segment labels were tagged manually.

The feature parameters for the SKF-based VAD were 12th order log Mel-spectra that were extracted by using a Hamming window with a 20 msec frame length and a 10 msec frame shift length. We trained the silence and clean speech GMMs for SKF-based VAD by using the clean training data of CENSREC-1 [11]. Each GMM had 32 Gaussian distributions.

The VAD performance was evaluated on two types of criteria, i.e., the evaluations of utterance-level and the frame-level.

#### 4.2. Experimental results of utterance-level evaluation

The utterance-level evaluation criteria are the utterance correct rate (Corr) and the utterance accuracy rate (Acc) as shown by

$$\text{Corr} = N_s / N_u \times 100 \, [\%]$$ \quad (11)

$$\text{Acc} = (N_c - N_f) / N_u \times 100 \, [\%],$$ \quad (12)

where $N_u$, $N_c$, and $N_f$ denote the total number of speech utterances, the number of correctly detected utterances, and the number of incorrectly detected utterances, respectively. The threshold is set at the values that give the best Corr and Acc.

Table 1 compares the proposed and conventional methods. In the table, “Baseline,” “Sohn,” “AFE,” “G.729B,” “SKF,” and “Proposed” represent results obtained with the baseline VAD technique of CENSREC-1-C (energy-based VAD with adaptive threshold) [10], the statistical model-based VAD method proposed by Sohn [4], ETSI ES 202 050 (advanced front-end) [12], ITU-T G.729 Annex B [13], original SKF-based VAD [6], and the proposed Gaussian pruning with weight normalization, respectively. As seen in the table, the proposed method outperforms “SKF” and the other conventional methods. In particular, the results in the presence of restaurant noise show a significant improvement. Since a huge number of incorrectly detected utterances are inserted, the Accs of “AFE” and “G.729B” are very low. The other conventional methods also include serious detection errors. Although the conventional method includes serious detection errors, the proposed method perform well as regards Acc. This means that the proposed method not only detects the speech activity period correctly but also distinguishes between the characteristics of non-speech and speech, correctly.

Table 2 shows the average number of remaining Gaussian distributions after the Gaussian pruning. As seen in the table, the number of remaining Gaussian distributions is very small. These results prove that the effective likelihood calculation is
performed satisfactorily by a few dominant Gaussian distributions in terms of expressing the local characteristics of the observed signal.

4.3. Experimental results of frame-level evaluation

The frame-level evaluation criteria are the false rejection rate (FRR) and the false acceptance rate (FAR) as shown by

\[
\text{FRR} = \frac{N_{FR}/N_s}{100} \times 100 \% \quad (13)
\]
\[
\text{FAR} = \frac{N_{FA}/N_{ns}}{100} \times 100 \% \quad (14)
\]

where \(N_s, N_{ns}, N_{FR},\) and \(N_{FA}\) are the total number of speech frames, the total number of non-speech frames, the number of speech frames detected as non-speech frames, and the number of non-speech frames detected as speech frames, respectively. FAR and FRR are controlled by a threshold, and have a trade-off relationship.

Table 3 shows results obtained with a frame-level evaluation. In the table, all the results with the exception of “AFE” and “G.729B” are obtained by adjusting the threshold to make the FRR and FAR approximately equal. These results are called the equal error rate. Since the parameters of “AFE” and “G.729B” are fixed, the results obtained with these methods cannot be adjusted to the equal error rate. As seen in the table, the proposed Gaussian pruning method outperforms “SKF” and the other conventional methods as well as the utterance-level evaluation described in Sec. 4.2.

5. Conclusion

This paper presented a technique of Gaussian pruning with weight normalization for statistical model-based VAD. The proposed method is designed to achieve an effective likelihood calculation that reflects the local characteristics of the observed signal. The evaluation results show that our proposed method significantly improves VAD accuracy compared with our previous work and the conventional methods. In the future, we will investigate the integration of VAD and other speech processing techniques.
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