Single channel dereverberation using example-based speech enhancement with uncertainty decoding technique
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1. Introduction

The quality and intelligibility of a speech signal captured by a distant microphone is generally degraded by acoustic interferences such as reverberation and environmental noise. To cope with these interferences in the aim of improving the speech quality, a considerable amount of speech enhancement research has been done from various perspectives [1].

The studies of single channel speech enhancement that have been carried out in the past can be categorized primarily into two types. The first focuses more on the blind estimation of characteristics of interferences such as noise and reverberations [2–9], while the second tries to directly estimate the underlying clean speech component given the observed noisy signal. The term example-based in this paper refers to the method which has exact and fine information about the clean speech. The example-based algorithm requires the training preceding the testing stage. In [10], at the training stage, the algorithm searches the prototype examples in the training dataset, that most likely match the input noisy signal. And finally, the clean speech examples associated with the matching results are extracted from the training dataset to reconstruct the estimation of the underlying clean speech. By preparing various types of noisy examples in the training stage, the method can omit the noise estimation procedure and focus solely on the robust estimation of the underlying clean speech component. However, it has an apparent disadvantage that, by preparing the vast amount of noisy examples, the cost for searching matched segment becomes huge.

In this paper, we propose an example-based speech enhancement approach which is optimally interconnected with the speech enhancement algorithm based on the estimation of interference component. Hereafter, the method based on the estimation of interference component is called non-example-based approach, which is used as opposed to the example-based one. It should be noted that the combination of the example- and non-example-based algorithms is formulated in a similar manner as the uncertainty decoding [11] [12]. Thus the smooth and theoretical interconnection is realized. By combining two different types of approaches appropriately, we expect them to work complementary to each other. That is, by putting a strong focus on the estimation of the underlying clean speech sequence, we expect that it can compensate the inaccurate estimation of interference component. Besides, by estimating the interference component based on non-example-based algorithm, we can omit the preparation of various types of noisy/reverberant speech patterns as examples, thereby reducing the computational complexity required in the example-based approach. We believe that this concept is favorable especially in single channel dereverberation scenario since the accuracy in reverberation estimation theoretically deteriorates and has to be compensated in some way. Hence, the evaluation of the proposed framework is done in dereverberation context. The contribution of this paper is twofold: The first is the formulation of the example-based speech enhancement jointly used with non-example-based speech enhancement. The second is the inves-

1The non-example-based approach has the information about clean speech up to only the brief and statistical characteristics.
tigation of the example-based approach in reverberant environment.

2. Proposed enhancement framework

2.1. Signal Model

In this paper, we consider the following model of the observed signal, in the power spectral domain

\[ Y_t = S_t + B_t, \] (1)

and similarly in the feature (e.g., Mel-Frequency Cepstral Coefficient: MFCC) domain

\[ y_t = s_t + b_t, \] (2)

where we denote the observed signal at time frame \( t \) as \( Y_t \) and \( y_t \), the clean signal as \( S_t \) and \( s_t \), and the late reverberation as \( B_t \) and \( b_t \). As commonly used in the literature [5] [8], the effect of late reverberation is modeled by the additive component \( b_t \) in the observation process.

2.2. Overview of the framework

In this section, we briefly review the processing flow of the proposed speech enhancement framework depicted in Fig. 1. First, the power spectrum of the input reverberant speech \( Y_t \) is processed with non-example-based speech enhancement algorithm.

Figure 1: Proposed enhancement framework

Secondly, based on the extracted features of observed signal \( y_t \) and enhanced signal \( s_t \), the uncertainty/unreliability of the results of non-example-based speech enhancement, \( \Sigma_{b_t} \), is calculated at each time frame \( t \) as in uncertainty decoding [12]. The calculated uncertainty is then reflected to the criterion to search the best matched example of the underlying clean speech among the vast amount of the clean speech examples in the training dataset. This search is done based on the example model \( M \).

After obtaining the best-matched segment and extracting the sets of corresponding clean speech examples (i.e. amplitude spectra) from the, so called “stored templates \( A \),” we form the clean speech estimate used in the construction of the preceding Wiener filter.

From the next section, we describe each of main components in Fig. 1 in detail, as well as the way of calculating and incorporating the uncertainty decoding technique.

2.3. Example-based speech enhancement

2.3.1. Model capturing the exact and fine information of the training dataset

Here, we explain the model \( M \) which will be used in searching speech examples and show how it models the exact and fine information of the training data. This model and most of the searching criteria in next sections are based on [10].

The model is constructed mainly with two steps. Let \( S = \{ s_i : i = 1, 2, \ldots, I_s \} \) be a complete set of training frame features, \( s_i \) be the feature at time frame \( i \), \( I_s \) be the total number of frames in the training dataset. First, we train a Gaussian mixture model (GMM) \( \mathcal{G} \) for the set of the features extracted from the training dataset,

\[ \mathcal{G} = \sum_{m=1}^{M} w(m) N(s; \mu_m, \Sigma_m), \] (3)

where \( g(s|m) \) is the \( m \)-th Gaussian component with the mean \( \mu_m \) and the covariance \( \Sigma_m \), and \( w(m) \) is the corresponding weight. \( M \) is the number of mixture components.

Then, based on \( \mathcal{G} \), we can build a model that represents the exact pattern of temporal dynamics contained in the training dataset. That is, for each time frame \( i \), we calculate the Gaussian component \( m \) in \( \mathcal{G} \) that maximizes the likelihood of the frame, and obtain a time sequence of maximum-likelihood Gaussian components. The model can be expressed using the corresponding time sequence of Gaussian indices \( m_i \) and \( \mathcal{G} \) as:

\[ \mathcal{M} = \{ g_i, m_i : i = 1, 2, \ldots, I_s \} \] (4)

where \( m_i \) is an index of a Gaussian component \( g(s|m) \) in \( \mathcal{G} \), that produces the maximum likelihood for the \( i \)-th frame feature, \( s_i \), of the training dataset. We will use \( \mathcal{M} \) as an exact and fine spectral-temporal model for the training dataset \( s \).

Along with this model, the raw data of clean amplitude spectra is stored as \( A \) in this training stage.

2.3.2. Finding the best-matched example to the input sequence among training sentences

Here, we describe the method to find the segments of the training dataset which most likely represent the underlying clean speech. In this subsection, we temporarily ignore the difference between the observed signal \( y_t \) and the clean speech \( s_t \), that is, we assume \( b_t = 0 \) for simplicity. This issue will be revisited in Section 2.4, which is the main focus of this paper.

Now, how can we find the best-matched example to the input sequence among the training dataset based on \( \mathcal{M} \)? Let \( \mathcal{Y} = \{ y_t : t = 1, 2, \ldots, T \} \) be a collection of observed signals of \( T \) frames and \( y_{t:t+r} \) be a test segment taken from time frame \( t \) to \( t + r \) of the sentence \( \mathcal{Y} \). In addition, let \( \mathcal{M}_{u:t} = \{ g_i, m_i : i = u, u+1, \ldots, u+r \} \) represent the sequence of Gaussian component modeling consecutive frames from \( u \) to \( u+r \) in the training dataset \( s \). Then, the best-matched segment for \( t \) can be identified as the longest segment of the training dataset that matches the observed segment. More specifically, the best-matched segment can be found by maximizing the posterior probability as

\[ M'_{u:t} = \arg \max_{t} \max_{\tau} p(\mathcal{M}_{u:t} | y_{t:t+r}), \] (5)

\[ p(\mathcal{M}_{u:t} | y_{t:t+r}) = \frac{p(y_{t:t+r} | \mathcal{M}_{u:t}) p(\mathcal{M}_{u:t})}{p(y_{t:t+r})} \] (6)

where \( p(\mathcal{M}_{u:t} | y_{t:t+r}) \) is the posterior probability which has an important characteristic: It favors longer matching, i.e. larger \( \tau \), between \( y_{t:t+r} \) and \( \mathcal{M}_{u:t} \) [10]. So the longer the matched segment length is, the higher the posterior probability become. The concept of longest matching criterion is similar to the idea behind the unit-selection based speech synthesis [13] which aims to resynthesize a natural and clear speech signal to a maximum extent. Hence, we can expect that, seeking longer matched segments with reasonable cost function will result in the naturalness of the processed speech. In (6), we assume an equal prior probability of \( p(\mathcal{M}_{u:t}) \) for all the training speech segments, which means that all the possible sequence patterns seen in the training dataset will occur in testing condition with an equal probability. The term in numerator of (6), \( p(y_{t:t+r} | \mathcal{M}_{u:t}) \), is the likelihood of the test segment \( y_{t:t+r} \).
associated with the segment of training dataset modeled with \( M_{u_{k}, \tau} \). This likelihood can be calculated as:

\[
p(y_{t + \tau} | M_{u_{k}, \tau}) = \prod_{\epsilon = 0}^{\tau} g(y_{t + \epsilon} | m_{u_{k} + \epsilon})
\]  

(7)

where we assume the conditional independence between adjacent frames. The denominator of (6) can be calculated as the summation of \( p(y_{t + \tau} | M_{u_{k}, \tau}) \) over all the possible pattern of \( M_{u_{k}, \tau} \) stored in the model \( M \).

To implement (5), we can first set \( \tau = 0 \) and estimate the most probable segment of length 1 among training dataset \( s \), then increase the value \( \tau \) to 1 and follow the same procedure. After obtaining the most probable training segment for each \( \tau \), we find the maximum matched-segment-length (i.e., \( \tau_{\text{max}} \)) that should result in the maximum posterior probability.

2.3.3. Forming the clean amplitude spectrum estimate

After finding the longest matched segments in the training dataset, \( M_{u_{k}, \tau_{\text{max}}} \), and the prototype amplitude spectra stored in connection with \( M_{u_{k}, \tau_{\text{max}}} \). Let \( \varepsilon \) (\( \varepsilon = 1, 2, \ldots, T \)) be the frame index of interest where we would like to recast the clean amplitude spectrum, then the resultant amplitude spectrum \( \hat{s}_{\varepsilon} \) can be constructed as:

\[
\hat{s}_{\varepsilon} = \frac{\sum_{A(u_{\varepsilon})} A(u_{\varepsilon}) \cdot p(M_{u_{k}, \tau_{\text{max}}} | y_{t + \tau_{\text{max}}})}{\sum_{\tau_{\text{max}}} \prod_{\epsilon = 1}^{\tau_{\text{max}}} p(y_{t + \epsilon} | m_{u_{k} + \epsilon})}
\]  

(8)

where \( A(u_{\varepsilon}) \) represents a prototype amplitude spectrum associated with the frame of training dataset corresponding to \( M_{u_{k}, \tau_{\text{max}}} \), and \( u_{\varepsilon} \) shows the time frame index of the training dataset corresponding to \( \varepsilon \) in the obtained most-likely time path \( u = \{ u, u + 1, \ldots, u + \tau_{\text{max}} \} \) at time \( \tau \). From (8), we see that an estimate of the amplitude spectrum for time frame \( \varepsilon \) is basically obtained by taking into account all the adjacent matched segments that contain \( \varepsilon \) and averaging \( A(u_{\varepsilon}) \) over \( \tau \). In the averaging, we use the posterior probability obtained in (6) as a sort of confidence score.

2.4. Interconnection of the statistical signal based and example-based algorithm

In this section, we revisit the issue about the mismatch between \( s_{\varepsilon} \) and \( y_{\varepsilon} \) which can be considered as the interference component \( b_{\varepsilon} \) contained in observed signal \( y_{\varepsilon} \) in (2). If \( s_{\varepsilon} \) and \( y_{\varepsilon} \) share sufficiently similar static and dynamic acoustic characteristics, it may be straightforward to find the segments in the training dataset which can well represent the underlying clean speech \( s_{\varepsilon} \). However, in general, \( y_{\varepsilon} \) is deviated significantly from \( s_{\varepsilon} \) due to the interference \( b_{\varepsilon} \), which makes it difficult to find the segments sufficiently similar to the underlying clean speech.

It may be possible to some extent to use the enhanced signal \( \tilde{s}_{\varepsilon} \) instead of directly using \( y_{\varepsilon} \) to obtain better results. However, besides the fact that we never know how close \( s_{\varepsilon} \) can get to \( s_{\varepsilon} \), especially in the single channel dereverberation case, it is fairly hard to obtain \( s_{\varepsilon} \) similar to \( s_{\varepsilon} \). Therefore, special care has to be taken to use an example-based approach in conjunction with non-example-based approach.

To deal with the deviation of \( \tilde{s}_{\varepsilon} \) from \( s_{\varepsilon} \), we take into account the reliability of the speech enhancement results in a similar way to uncertainty decoding or dynamic variance compensation technique [11] [12]. Now, we would like to formulate the model of the observed signal \( y_{\varepsilon} \) in a probabilistic way. First let us assume that \( b_{\varepsilon} \) can be modeled as a Gaussian with

\[
p(b_{\varepsilon}) = N(b_{\varepsilon}; \hat{b}_{\varepsilon}, \Sigma_{b_{\varepsilon}})
\]  

(9)

where \( \hat{b}_{\varepsilon} \) is an estimate of the mismatch, i.e., \( \hat{b}_{\varepsilon} = y_{\varepsilon} - \tilde{s}_{\varepsilon} \), and \( \Sigma_{b_{\varepsilon}} \) represents a time-varying covariance matrix of \( b_{\varepsilon} \) [12]. Then, the likelihood of the observed signal \( y_{\varepsilon} \) can be obtained by marginalizing the joint probability over clean speech \( s_{\varepsilon} \) as:

\[
p(y_{\varepsilon}) = \int_{-\infty}^{+\infty} p(y_{\varepsilon}, s_{\varepsilon})ds_{\varepsilon}
\]  

\[
= \int_{-\infty}^{+\infty} N(y_{\varepsilon} - s_{\varepsilon}; y_{\varepsilon} - \tilde{s}_{\varepsilon}, \Sigma_{b_{\varepsilon}})p(s_{\varepsilon})ds_{\varepsilon}
\]  

\[
= \sum_{m=1}^{M} w(m)N(\tilde{s}_{\varepsilon}; \mu_{m}, \Sigma_{m} + \Sigma_{b_{\varepsilon}}). \]  

(10)

In the development, we used the probability multiplication rule. From (10), we can interpret the time-varying covariance \( \Sigma_{b_{\varepsilon}} \) as a measure of uncertainty of speech enhancement. For uncertain features, the corresponding \( \Sigma_{b_{\varepsilon}} \) is large, and therefore the influence of these features on the results is reduced. In this paper, we estimated \( \Sigma_{b_{\varepsilon}} \) as a diagonal covariance matrix with the \( k \)-th diagonal component \( \sigma_{k}^{2} = (y_{\varepsilon} - \tilde{s}_{\varepsilon} y_{\varepsilon} - \tilde{s}_{\varepsilon})^{2} \) where \( k \) is the index in feature vector, which worked quite well in a previous study [12].

We insert this dynamic variance compensation rule into the evaluation of the posterior probability in (6) to achieve better interconnection between the non-example- and example-based speech enhancement algorithms.

3. Dereverberation experiment

In this section, we evaluate the effectiveness of the proposed framework in reverberant environments.

3.1. Experimental setup

3.1.1. Training condition

The training data for the GMM \( G \) is the TIMIT core training-set, which consists of 1088 sentences, 136 speakers. The sampling frequency was 8 kHz. The feature vector for the GMM \( G \) is 40th order MFCC with log energy term. The number of mixture component \( M \) is 4096. The frame length used for FFT is 20ms, and frame shift is 10ms. These settings are similar to [10].

3.1.2. Testing condition

The impulse response of a reverberant chamber (\( 5m \times 5m \times 5m \)) was simulated with the image method [14] with distance of 2.5 m between the microphone and the speaker. The reflection coefficients of the walls are \([0.9 0.9 0.85 0.85 0.2 0.2] \). The R30 reverberation time of the simulated acoustic environment is about 0.5 sec. The reverberant test speech signals are created by convoluting this impulse response with 64 sentences taken from the TIMIT core test-set which is not used in training. Note that the number of speakers in the test-set is 4, and they are not included in the training dataset.

As a dereverberation method which produces \( \hat{s}_{\varepsilon} \), we use the method proposed in [8] with the estimator of late reverberation proposed in [9]. This method may be a current state-of-the-art dereverberation and hereafter referred to as the conventional dereverberation.

The performance of the proposed framework (“proposed proc.”) is compared with (a) observed signal (“no proc.”), (b) the signal processed with conventional dereverberation (“conv. proc.”), (c) the signal processed with the naive combination of conventional dereverberation and the example-based approach, i.e., \( \Sigma_{b_{\varepsilon}} = 0 \) (“naive comb.”).

3.2. Experimental results

3.2.1. Improvement in spectrogram

Fig. 2 shows the spectrograms of each signal. As we expected, the conventional dereverberation suppresses reverber-
ation but at the same time distorts the underlying target signal component. Conversely, naive combination produces a cleaner speech. The proposed framework contributed to further quality improvement for example in the voiced regions indicated with arrows in the figure. Naive combination provided somewhat blurry harmonicity, while the proposed framework recovers it much more clearly. From this figure, we can confirm the great advantage of the proposed framework in severe reverberant environment.

3.2.2. Objective measurement of speech quality
We measured the effect of the proposed method in terms of segmental SNR and log-spectral distance. The results obtained from the test utterances are averaged and shown in Fig. 3. As can be seen, the proposed framework successfully improves both segmental SNR and log-spectral distance measure. Although the improvement obtained by incorporating uncertainty decoding technique is not very drastic in terms of these measures, we can confirm that it improves the quality consistently. The improvement in audible quality can be confirmed in [15].

4. Summary
In this paper, we investigated the single channel dereverberation, which is based on the example-based speech enhancement approach used in combination with the non-example-based blind dereverberation algorithm. The combination of example- and non-example-based algorithm was formulated using the uncertainty decoding technique, thereby realizing the smooth and theoretical interconnection. In the experiment, we compared the proposed framework with the conventional method, and naive combination of example- and non-example-based algorithm, in severe reverberant environment. The results indicated the consistent improvements in terms of the spectrogram as well as the objective quality measures by the proposed framework. Future work includes thorough performance evaluation and the application of the proposed method to automatic speech recognition task.
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