Kernel partial least squares for speaker recognition
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Abstract

I-vectors are a concise representation of speaker characteristics. Recent advances in speaker recognition have utilized their ability to capture speaker and channel variability to develop efficient recognition engines. Inter-speaker relationships in the i-vector space are non-linear. Accomplishing effective speaker recognition requires a good modeling of these non-linearities and can be cast as a machine learning problem. In this paper, we propose a kernel partial least squares (kernel PLS, or KPLS) framework for modeling speakers in the i-vectors space. The resulting recognition system is tested across several conditions of the NIST SRE 2010 extended core data set and compared against state-of-the-art systems: Joint Factor Analysis (JFA), Probabilistic Linear Discriminant Analysis (PLDA), and Cosine Distance Scoring (CDS) classifiers. Improvements are shown.

Index Terms: kernel partial least squares, speaker recognition, i-vectors.

1. Introduction

Speaker recognition [1] deals with the task of verifying a speaker’s claimed identity from a sample utterance based on a number of training utterances for which the speaker is known. Apart from carrying the speaker-specific characteristics, the speech data also encapsulates phonemic content, channel variability, and session variability. It is also often subject to noise and reverberation, making the problem of speaker recognition challenging. Over the past decade, the field has made substantial progress in addressing these issues. The commonly used feature space is the set of mel-cepstral coefficients along with their deltas and double-deltas.

State-of-the-art speaker recognition systems use a Gaussian mixture model (GMM) to represent each speaker. To account for limited training data available, the problem is cast into a framework in which differences from a universal background model (UBM) are used to adapt speaker-specific GMMs [2]. Recently, several approaches have been tested to make the GMM-based speaker recognition robust to session and channel variabilities, including JFA technique [3] [4] and the i-vectors framework [5]. The i-vectors are smaller in dimension compared to the GMM-supervectors and thus provide an abridged representation of the utterance.

In this formulation, a speaker- and channel-dependent supervector is modeled as

\[ s = m + Tw, \]  

where \( m \) is a speaker- and channel-independent supervector (usually the UBM supervector), \( T \) is a low-rank matrix representing the basis of the total variability space, and \( w \) is a normally distributed vector representing the coordinates of the speaker in that space. The vector \( w \) is called the identity vector, or i-vector. Typically, the number of dimensions of \( w \) is three orders of magnitude smaller than that of the supervectors (e.g. \( 400 \) vs \( 10^5 \)).

3. Kernel Partial least squares (KPLS)

A brief description of kernel PLS is provided here; more detailed analysis is available in [10]. Denote a \( d \)-dimensional feature by \( x \) (the i-vector from a single speech utterance in our case) and the corresponding speaker label by \( y \). KPLS considers the mapping of the features \( x \) to a higher dimensional space, given by \( \Phi : \mathbb{R}^d \rightarrow \mathbb{R}^l \). Assume momentarily that such a \( \Phi \) is defined and known. Let the total number of speakers be \( N \) and denote the \( N \times d \) matrix of feature vectors by \( \Phi(X) \) and the \( N \times 1 \) vector of labels (+1 for speaker and −1 for imposter) by \( Y \). Given the variable pairs \( \{ \Phi(x_i), y_i \}, i = 1, \ldots, N \) \( (\Phi(x_i) \in \mathbb{R}^l, y_i \in \{+1, -1\}) \), KPLS aims at modeling the relationship between \( x \) and \( y \) using projection into latent spaces by decomposing \( \Phi(X) \) and \( Y \) as

\[ \Phi(x) = TP^T + E, \]  

\[ Y = UQ^T + F, \]

where \( T \) and \( U \) (\( N \times p \)) are the latent vectors, \( P (d \times p) \) and \( Q (1 \times p) \) are the loading vectors, and \( E (N \times d) \) and \( F (N \times 1) \) are residual matrices.

The paper is organized as follows. In Section 2, i-vectors are introduced and their extraction is detailed. KPLS framework is introduced and adapted to the speaker recognition problem in Section 3. Section 4 discusses the results of the KPLS evaluation on the NIST SRE 2010 data and compares them against several state-of-the-art systems. Finally, section 5 concludes the paper.
KPLS is usually solved via the nonlinear iterative partial least squares (NIPALS) algorithm \[11\], which constructs a set of weight vectors \( W = \{w_1, w_2, \ldots, w_p\} \) such that

\[
\max_{|w_i|=1} \text{cov}(\Phi(X)w_i, Y)^2,
\]

where \( t_i \) and \( u_i \) are the \( i \)th columns of \( T \) and \( U \) respectively and \( \text{cov}(t_i, u_i) \) indicates the sample covariance between latent vectors \( t_i \) and \( u_i \). Maximizing the covariance in the latent vector space is equivalent to maximizing discrimination in the same space; in other words, for a particular speaker, KPLS learns a subspace in which the speaker latent vectors \( t_s \) are well separated from the imposter latent vector \( t_I \) as illustrated in Figure 1. Thus, KPLS learns a unique latent space for each speaker.

It has been shown \[11\] that the NIPALS algorithm is equivalent to iteratively finding the dominant eigenvectors of the problem

\[
[\Phi(X)^T y y^T \Phi(X)] w_i = \lambda w_i.
\]

The \( \Phi(X) \)-scores \( t_i \) are then obtained as \( t_i = \Phi(X)w_i \).Rosipal et al. \[10\] modify this eigenproblem as

\[
[\Phi(X)^T y y^T] t = \gamma t.
\]

Using the “kernel” trick \[12\], \( \Phi(X)^T \Phi(X) \) can be defined as a kernel matrix \( K \) leading to the final eigenproblem

\[
[K y y^T] t = \gamma t.
\]

A key advantage of this kernelization is that an explicit definition of the mapping function \( \Phi \) is not required and it suffices to define a kernel function between pairs of feature vectors. This modified version of the NIPALS algorithm for KPLS has been detailed in \[10\].

After extraction of latent vectors \( t_i \) and \( u_i \), the kernel matrix \( K \) is deflated by removing any information captured by \( t_i \) and \( u_i \) from \( K \):

\[
K \leftarrow (I_n - t_i t_i^T) K (I_n - t_i t_i^T).
\]

The process is repeated till a sufficient number (determined via standard cross-validation) of latent vectors is obtained.

KPLS Regression: We use the KPLS in the regression framework \[9\] for speaker scoring. Substituting the \( w \) from Eq. (4) in Eq. (2), we get

\[
\Phi(X)W = TP^TW + E \Rightarrow T = \Phi(X)W(P^TW)^{-1}.
\]

Now, \( U \) can be written in terms of \( T \) as \( U = TD + H \), where \( D \) is a diagonal matrix and \( H \) is the residual \[11\]. Eq. (3) now becomes

\[
Y = TDQ^T + HQ^T + F = \Phi(X)W(P^TW)^{-1}DQ^T + \bar{F}.
\]

Using \( P = \Phi(X)^T T \) and \( W = \Phi(X)^T U \) from \[10\] in the above equation, we generate the score for a test i-vector:

\[
\text{score}_{KPLS} = \Phi(X)\Phi(X)^T U(T^T\Phi(X)\Phi(X)^T U)^{-1} DQ^T.
\]

This leads to the KPLS regression:

\[
\text{score}_{KPLS} = K_tB; \quad B = U(T^T \bar{K}_U)^{-1} DQ^T,
\]

where \( B \) is the set of PLS regression coefficients, \( K_t \) is the kernel matrix between training data and testing data i-vectors, and \( \bar{K} \) is the kernel matrix between the training data i-vectors only. This regression framework provides a direct method to compute the matching score for seamless speaker discrimination, eliminating the need for a separate classifier. Note that the regression coefficients are unique to each speaker.

Choice of Kernel Matrix: The key choice in any kernel method is the kernel function. We use the cosine kernel similar to the one used in \[5\]. A Linear Discriminant Analysis (LDA) based subspace is first learnt on the i-vectors, and training and testing i-vectors are projected into this space. Let \( A \) denote the LDA projection matrix. Then, a within-class covariance normalization matrix \( W \) is learnt on LDA-projected space. Finally, given two i-vectors \( w_1 \) and \( w_2 \), the kernel function \( K(w_1, w_2) \) is defined as

\[
\frac{(Aw_1)^T W^{-1} (Aw_2)}{\sqrt{(Aw_1)^T W^{-1} (Aw_1)} \sqrt{(Aw_2)^T W^{-1} (Aw_2)}}
\]

Present approach: In our experiments, we use separate development sets for male and female speakers. All speakers from the development set constitute the negative examples in the KPLS framework (one-vs-all approach). For each target speaker, the corresponding i-vector is assigned a label of +1; all negative examples are assigned a label of –1; the KPLS is trained; and the speaker-specific regression coefficients \( B \) are learnt according to Eq. (10). The final score is obtained using Eq. (10) with the kernel built using testing data i-vectors against the development data and training data i-vectors. Note that the final score in this case is a linear combination of the cosine scores between the testing data i-vector and the combination of target data and development data i-vectors and that this linear combination (B) is unique to each speaker. These steps are summarized in Figure 2.

4. Experiments

We performed experimental evaluation of the proposed method on the extended core set of the NIST SRE 2010 evaluation
data set, which is grouped into 9 trial conditions\(^1\). Our development data consisted of NIST SRE 2004, 2005, 2006, and 2008 data; Switchboard data set, phases 2 and 3; Switchboard-Cellular data set, parts 1 and 2; and Fisher data set (total of 17319 male and 22256 female utterances). A gender-dependent 2014-center UBM with diagonal covariance was trained using the standard 38 MFCC features, and the gender-dependent total variability matrix \(T\) of dimension 400 was also learnt. All available development data were used as negative examples in the KPLS framework. KPLS output scores were Z-normalized [1].

### 4.1. Systems compared

The proposed KPLS based speaker recognition was compared against several state-of-the-art systems, specifically JFA [3] [4], PLDA [6], and CDS [14]. We describe these systems briefly here.

**Joint Factor Analysis:** JFA provides an explicit mechanism to model the undesired variability in the speech signal. It decomposes the speaker supervector as

\[
s = m + Ux + Vy + Dz,
\]

where \(\{m, U, V, D\}\) are the hyper-parameters of the JFA model, which are estimated via Expectation Maximization (EM). In our experiments, we use the JFA as described in [15]. The \(U\) and \(V\) matrices are learnt with 300 and 100 dimensions respectively. Defining \(\Phi_{JFA} = [UV\ D]^T\) and \(\beta = [xy]^T\), we obtain compensated training and testing supervectors as

\[
\eta_{\text{train}} = \Phi_{JFA}\beta - Ux_{\text{train}}\quad\text{and}\quad\eta_{\text{test}} = \Phi_{JFA}\beta - Ux_{\text{test}}.
\]

The final score is given by

\[
\text{score}_{\text{JFA}} = \frac{1}{N}\eta_{\text{train}}^T W_{\text{test}} \eta_{\text{test}},
\]

where \(W_{\text{test}}\) is defined in [15] and \(N\) is the number of frames in the test segment. The JFA scores are then ZT-normalized [1].

**Probabilistic Linear Discriminant Analysis:** PLDA facilitates the comparison of i-vectors in a verification task. A special two-covariance PLDA model is generally used for speaker recognition in the i-vector space. The speaker variability and session variability are modeled using across-class and within-class covariance matrices (\(\Sigma_{ac}\) and \(\Sigma_{wc}\) respectively) in the PLDA setup. A latent vector \(y\) representing the speakers is assumed to be normally distributed \(N(y; \mu; \Sigma_{ac})\), and for a given speaker represented by this latent vector, the i-vector distribution is assumed to be \(p(w(y)) = N(w; y, \Sigma_{wc})\).

Given two i-vectors \(w_1\) and \(w_2\), PLDA defines two hypotheses \(H_{0}\) and \(H_{1}\), indicating that they belong to the same speaker or to different speakers respectively. The score is then defined as \(\log \frac{p(w_1|w_2)N_{1}}{p(w_1|w_2)N_{2}}\). Marginalization of the two distributions with respect to the latent vectors leads to

\[
\text{score}_{\text{PLDA}} = \log \left( \frac{N_{1}^T \begin{bmatrix} w_1 & w_2 \end{bmatrix} \Sigma_{ac}^{-1} \begin{bmatrix} w_1^T & w_2^T \end{bmatrix} - \mu_{ac} \Sigma_{ac}^{-1} \mu_{ac}} {N_{2}^T \begin{bmatrix} w_1 & w_2 \end{bmatrix} \Sigma_{ac}^{-1} \begin{bmatrix} w_1^T & w_2^T \end{bmatrix} - \mu_{ac} \Sigma_{ac}^{-1} \mu_{ac}} \right).
\]

In our experiments, we found that using a \(\Sigma_{ac}\) of rank 200 along with a full-rank (rank 400) matrix \(\Sigma_{wc}\) produced the best results. The scores were S-normalized only for those conditions that involve telephone speech (all except C1, C2 and C4, where S-norm was found to be detrimental for both EER and DCF). The S-norm is defined in [6] and can be interpreted loosely as a symmetric version of Z-norm [1].

**Cosine Distance Scoring:** The CDS classifier has been used by Dehak et al. [5] and Senoussaoui et al. [8]. Improved performance has been reported over the corresponding SVM-based approach. The CDS classifier defines the score for the trial as a cosine similarity function between two i-vectors after projecting them to an LDA subspace (learnt on the development data) to remove the session variability. If \(w_1\) and \(w_2\) are the training data and the testing data and \(A\) is the LDA projection matrix, the CDS score is given by

\[
\text{score}_{\text{CDS}} = \frac{(Aw_1)^T(Aw_2)}{\sqrt{(Aw_1)^T(Aw_1)} \sqrt{(Aw_2)^T(Aw_2)}}.
\]

In our experiments, the CDS scores were Z-normalized [1].

### 4.2. Results

We compared the performance of the KPLS based speaker recognition against the JFA, PLDA, and CDS systems. The corresponding equal error rate (EER) and detection cost function (DCF) values across each condition are tabulated in Table 1 and are shown graphically in Figure 3. The DCF is defined as for NIST SRE 2010 “core” and “scom/core” conditions.

The PLDA and JFA systems belong to the class of generative methods for speaker recognition. Between them, the PLDA is better in most of the conditions. In contrast, KPLS and CDS belong to the class of discriminative methods, and KPLS outperforms CDS in most of the conditions (in terms of EER). It is well known that discriminative methods perform better when several training utterances are available per speaker. In our evaluation data set, only a single training utterance per speaker is provided; despite that, KPLS performance was better than PLDA performance in three of nine testing conditions and is comparable in two of the remaining ones.

Given that the PLDA and KPLS perform consistently better than other systems, we explored the possibility of score fusion between these approaches. We computed the fused score by combining the output scores with linear weights, which were trained using a small subset of development data. The results are also shown in Table 1 and Figure 3. The fused scores yield the best EERs in all conditions, suggesting the complementary nature of PLDA and KPLS in capturing speaker characteristics. More sophisticated fusion strategy is a subject of further research.

### 5. Conclusions

In this paper, we have proposed a kernel partial least squares framework for speaker recognition in the i-vector space. The proposed framework was compared against several state-of-the-art systems on the NIST SRE 2010 extended core data set. The KPLS system outperforms the state-of-the-art in several conditions and provides complementary information, resulting in further improved performance using simple linear score combination as a score fusion technique.
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