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Abstract

Unsupervised clustering of utterances can be useful for the modeling of dialogue acts for dialogue applications. Previously, the Chinese restaurant process (CRP), a non-parametric Bayesian method, has been introduced and has shown promising results for the clustering of utterances in dialogue. This paper newly introduces the infinite HMM, which is also a non-parametric Bayesian method, and verifies its effectiveness. Experimental results in two dialogue domains show that the infinite HMM, which takes into account the sequence of utterances in its clustering process, significantly outperforms the CRP. Although the infinite HMM outperformed other methods, we also found that clustering complex dialogue data, such as human-human conversations, is still hard when compared to human-machine dialogues.
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1. Introduction

Dialogue acts, which are representations for utterances, play key roles in dialogue systems research [1]. Since they serve as fundamental units for understanding user intentions, dialogue management, and language generation, they need to be carefully designed before any system deployment. However, the appropriate modeling of dialogue acts is often difficult because it requires an extensive effort by experts to achieve good coverage of user utterances.

One of the most difficult steps in dialogue act modeling is to determine the number of dialogue acts. This paper proposes applying unsupervised clustering methods to dialogue data in order to find appropriate clusters of utterances and estimate the number of dialogue acts. There have been several attempts to cluster utterances using such methods as K-means [2] and Kohonen self-organizing maps (SOMs) [3]; however, they require that the number of clusters (or the size of lattices for SOMs) be known in advance. Recently, a non-parametric Bayesian method called the Chinese restaurant process (CRP) has been utilized to infer the number of clusters in dialogue data and has shown some promising signs [4]. This paper builds on their findings and aims to find solutions to some of the remaining problems.

First, although the CRP has been shown to create better clustering results as iterations increase [4], it has not been compared with other clustering methods, making it difficult to judge the effectiveness of the CRP. Second, the CRP does not take into account the sequence of utterances in the clustering process, which may not be appropriate when considering that the function of an utterance is influenced by the context of a dialogue. Finally, the CRP has been applied to the Dihana corpus [5], which is a collection of dialogues between a system and human users. Since utterances of automated systems can be rigid because of the use of templates and rules, clustering can be easily performed for such data. We need to examine whether the CRP can also be used for more complex data, such as human-human conversations, so as to clarify its applicability.

To address the above three problems, we introduce another non-parametric Bayesian method called the infinite HMM, which can estimate the number of clusters while taking into account the sequence of utterances in its clustering process. We compare the CRP with the infinite HMM to investigate whether taking into account the sequence of utterances is effective. We also compare the CRP and the infinite HMM with K-means provided with the correct number of clusters to clarify the effectiveness of non-parametric Bayesian methods. In addition, we use human-human dialogue data we collected to investigate the applicability of the CRP and the infinite HMM.

2. Unsupervised Clustering Methods

We first describe K-means, which we regard as our baseline, and then describe the two non-parametric Bayesian methods; namely, the CRP and the infinite HMM. Both methods are related to the Dirichlet process [6], which is a non-parametric Bayesian model [7]. Dirichlet process mixture (DPM) models [8] and hierarchical Dirichlet processes (HDPs) [9] are two realizations of the Dirichlet process for handling mixture models, and the CRP and the infinite HMM are the implementations of the DPM and the HDP, respectively. They both assume infinite states in modeling data and have been applied to estimating the number of components in mixture models [10], the number of states in HMMs [9], and the number of dialogue acts in dialogue [4].

2.1. K-means

K-means is a standard method for clustering. Given a set of data and the number of clusters (K), it clusters the data by iteratively updating the centroids. Initially, K data are randomly chosen as centroids, and each datum is clustered to its nearest centroid using a distance function, such as the Euclidean distance. Then, centroids are updated to the mean of its cluster members. This process is repeated until convergence. Although K-means is widely used today for simplicity, its drawback is that K has to be determined in advance.
2.2. Chinese Restaurant Process

In the CRP, a datum is called a customer and a cluster a table. The first customer becomes seated at the first table. Then, each following customer \( c_i \), sits at one of the currently occupied tables \( t_j \) or creates a new table \( t_{new} \). Here, \( K \) is the number of occupied tables, and \( \gamma \) is the hyper-parameter that determines how likely a new table is created, and \( P(c_i | t_j) \) is the probability that \( c_i \) is generated from \( t_j \); that is,

\[
P(c_i | t_j) = \frac{n(t_j)}{N + \alpha} \cdot P(c_i | t_j) + \gamma \frac{\alpha}{N + \alpha} \cdot P(c_i | t_j)
\]

where \( \gamma \) is a function that returns the number of customers for \( t_j \), \( N \) the total number of customers already seated, \( \alpha \) the hyper-parameter that determines how many new tables are created, and \( P(c_i | t_j) \) is the probability that \( c_i \) is generated from \( t_j \).

After all customers have been seated, Gibbs sampling is performed: that is, we repeat picking up one of the customers from its table and relocating the customer as if he/she were the last customer to be seated. After performing a sufficient number of samplings, we obtain the optimal number of tables together with their customers, which become the clustering results.

2.3. Infinite HMM

In the infinite HMM, a customer \( c_i \) becomes seated at an already occupied table \( t_j \) or creates a new table \( t_{new} \) with the probability

\[
P(t_j | c_i) \propto P(t_{c_i-1}, t_j) \cdot P(t_j, t_{c_i+1}) \cdot P(c_i | t_j),
\]

where \( t_c \) means the table of a customer \( c \). Here, we assume that the customers are given a sequential order, and \( c_{i-1} \) and \( c_{i+1} \) denote the previous and next data of \( c_i \). \( P(t_j, t_k) \) is a simple transition probability:

\[
P(t_j, t_k) = \frac{\text{transitions}(t_j, t_k) + \gamma}{\sum_{t_{j-1}} \text{transitions}(t_{j-1}, t) + K \cdot \gamma + \alpha},
\]

where \( \alpha \) is the hyper-parameter that determines how likely a new table is created, \( K \) is the number of occupied tables, and \( \gamma \) is a flooring value to avoid zero probability. The probability for creating a new table is

\[
P(t_{c_i-1}, t_{new}) \cdot P(t_{new}, t_{c_i+1}) \cdot P(c_i | t_{new}).
\]

3. Experiment

We performed an experiment to verify the effectiveness of the non-parametric Bayesian methods. We first prepared dialogue data, and converted the utterances into feature vectors. Then, we applied the three clustering methods to the vectors. For the evaluation, we compare the clustering results against the human-annotated dialogue acts.

3.1. Dialogue Data

We used dialogues in an animal discussion (AD) domain and attentive listening (AL) domain. All dialogues are in Japanese and are text dialogues although we also plan to work on spoken dialogue data.

3.1.1. Animal Discussion Domain

We collected chat-like dialogues using an automated dialogue system [11]. In this domain, the conversational participants (the system and a human user) talked about likes and dislikes about animals via a text chat interface. The data consist of 1000 dialogues and all user/system utterances were annotated with 29 dialogue acts, which include those related to self-disclosure, question, response, and greetings. See [11] for the description of the system and the definitions of the dialogue acts.

3.1.2. Attentive Listening

We collected human-human listening-oriented dialogues [12]. In this AL domain, a listener attentively listens to the other in order to satisfy the speaker’s desire to speak and to make himself/herself heard.

We collected such listening-oriented dialogues using a website where users taking the roles of listeners and speakers were matched up to have conversations. The conversations were done through a text-chat interface. The use of facial expressions was not allowed. The participants ended each conversation after approximately ten minutes. We collected 1260 such listening-oriented dialogues and annotated them with 38 dialogue acts. The dialogue acts include those for greetings, giving information, sympathy, self-disclosure, and so forth. See [12] for the complete list of dialogue acts.

3.2. Creating Feature Vectors

Since the computational cost of Gibbs sampling is rather high, we randomly sampled 50 dialogues from each domain for use in this experiment. There are 2894 and 2470 utterances in the AD and AL domains, respectively. Each utterance was converted into a feature vector using the bag-of-words (BOW) representation. As a morphological analyzer, we used ChaSen1 and used word base forms as features. To avoid the influence of uncommon words, we did not use words that occurred less than ten times in the entire data set in each domain.

We conceived two other feature sets: (a) CW-POS, in which content words (nouns, verbs, adjectives, and unknown words) are abstracted to their part-of-speech (POS) tags before making a BOW representation, and (b) POS, in which all words are abstracted to their POS tags. The motivation behind (a) is to abstract proper nouns and numerical expressions and to put an emphasis on cue phrases, such as functional words (non-content words), which are known to be strong classification indicators of dialogue acts [13]. We have (b) as an extreme case of abstrac-
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1http://chasen-legacy.sourceforge.jp/
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The dimensions of the feature vectors for BOW, CW-POS, and POS in the AD domain are 564, 193, and 57, respectively, and those in the AL domain are 1673, 404, and 62, respectively.

3.3. Evaluation Procedure

We applied K-means, the CRP, and the infinite HMM to our feature vectors using the three sets of features. We used K-means as our baseline. Here, we provided K-means with the correct number of dialogue acts so that it could be a competitive baseline. The correct number of dialogue acts is the number of dialogue acts that are present in the sampled data. We had 27 and 33 dialogue acts in the AD and AL domains, respectively. We used the Euclidean distance.

Since the performance of K-means depends on the initial randomly created clusters and the CRP and the infinite HMM work probabilistically, we performed 100 trials for each clustering method and compared their averaged performance. For the CRP and the infinite HMM, we used tentative values of 0.1 for $\alpha$ and 0.01 for $\beta$ and $\gamma$. The number of iterations (sweeps) was set to 100, which means that each customer is considered 100 times to be relocated.

3.4. Evaluation Metrics

We used the purity and the F measure (harmonic mean of precision and recall) as our evaluation metrics [14]. The purity indicates how occupied each cluster is with the same dialogue act, and the F measure indicates how accurately each pair of data are clustered:

Purity:

$$\text{purity}(C, D) = \frac{1}{N} \sum_{k=1}^{K} \max_{j} |c_k \cap d_j|,$$

where $C = \{c_1 \ldots c_K\}$ is the set of clusters, $D = \{d_1 \ldots d_N\}$ the set of dialogue act tags, and $N$ the number of data.

F measure:

$$\text{precision} = \frac{TP}{TP + FP}, \quad \text{recall} = \frac{TP}{TP + FN},$$

$$F = \frac{2 \cdot \text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}},$$

where TP, FP, and FN indicate true positive, false positive, and false negative. Here, true positive is the number of times a pair of data with the same dialogue act tag are clustered in the same cluster, false positive is the number of times a pair with a different dialogue act tag are clustered in the same cluster, and false negative is the number of times a pair with the same dialogue act tag are clustered in different clusters.

3.5. Results

Tables 1 and 2 show the clustering performance averaged over 100 trials. When we focus on the BOW feature set, we can confirm that the CRP performs better than K-means, but we also find that the infinite HMM performs significantly better than the CRP. When we look at the number of clusters, we see a similar number of clusters for K-means and the CRP, but a larger number of clusters for the infinite HMM, which is not surprising considering that the context is taken into account. The high performance of the infinite HMM suggests that similar utterances on the surface level have been successfully clustered into different clusters depending on the context. The number of clusters by the CRP is generally closer to the correct number, suggesting that humans design dialogue acts mostly irrespective of utterance sequences and that the number of dialogue acts can be redesigned to be more fine-grained by taking the context into account. Note that we have a very large number of clusters for the infinite HMM with the POS feature set, probably because the lack of word information is complemented by the transitions.

When we focus on the other feature sets, we see that they perform poorly compared to the BOW, suggesting that both content words and functional words are important in distinguishing dialogue acts. When we look at the differences in the domains, we see that it is much harder to cluster human-human utterances (i.e., the AL domain) as we expected, although the infinite HMM still performs reasonably better than other methods.

Table 3 shows the clustering results in the AL domain for the infinite HMM using the BOW feature set. As the table shows, each dialogue act is mostly clustered into single dominating clusters. This indicates that, by looking at these dominating clusters, we could obtain typical utterances of the same dialogue act, leading to a rapid modeling of dialogue acts from dialogue data.

4. Summary and Future Work

This paper introduced the infinite HMM, a non-parametric Bayesian method, for the clustering of utterances in dialogue. Experimental results showed that the infinite HMM significantly outperforms the previously proposed CRP in two dia-
Table 3: Clustering results in the AL domain by the infinite HMM using the BOW feature set. Shown here are the results for one of the 100 trials. There were 37 clusters made in this trial. This table shows which clusters the reference dialogue acts (DAs) were clustered. Cluster IDs and their counts are shown as <cluster ID>:<count>. Reference DAs that occurred less than 20 times and clusters IDs with less than two counts are omitted for brevity. The largest counts in each row are shown in bold.

<table>
<thead>
<tr>
<th>Reference DA</th>
<th>Clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td>SELF-DISC-PREF (negative)</td>
<td>3:3, 4:8, 6:4, 9:8, 10:68, 11:6, 16:4, 18:3, 19:4, 24:5, 26:4</td>
</tr>
<tr>
<td>QUESTION-FACT</td>
<td>6:24, 8:10, 9:12, 10:13, 11:3, 15:34, 18:5, 22:8, 24:7</td>
</tr>
<tr>
<td>CONFIRMATION</td>
<td>4:3, 6:6, 8:7, 9:9, 10:20, 11:5, 15:5, 17:3, 18:11, 20:3, 24:9, 26:16</td>
</tr>
<tr>
<td>THANKS</td>
<td>21:77</td>
</tr>
<tr>
<td>SELF-DISC-PREF (neutral)</td>
<td>4:5, 6:5, 9:10, 10:30</td>
</tr>
<tr>
<td>ACKNOWLEDGMENT</td>
<td>3:3, 13:6, 17:4, 26:38</td>
</tr>
<tr>
<td>QUESTION-PREF</td>
<td>6:10, 8:7, 9:5, 10:11, 16:3, 18:8, 19:4, 24:4</td>
</tr>
<tr>
<td>QUESTION-INFORMATION</td>
<td>6:6, 8:4, 9:5, 10:12, 16:4, 18:8, 24:6</td>
</tr>
<tr>
<td>SELF-DISC-DESIRE</td>
<td>3:3, 5:3, 6:3, 9:6, 10:10, 19:9</td>
</tr>
<tr>
<td>SELF-DISC-HABIT</td>
<td>4:8, 6:7, 9:5, 10:11, 20:3</td>
</tr>
<tr>
<td>REPEAT</td>
<td>3:4, 6:3, 9:5, 10:6, 26:7</td>
</tr>
<tr>
<td>ADMIRATION</td>
<td>3:5, 9:4, 10:4, 17:6, 26:7, 28:3</td>
</tr>
<tr>
<td>NON-SYMPATHY</td>
<td>1:3, 4:5, 9:4, 10:7, 19:5</td>
</tr>
<tr>
<td>APPROVAL</td>
<td>6:4, 9:4, 10:5, 17:6, 26:5</td>
</tr>
<tr>
<td>SELF-DISC-SUMMARY</td>
<td>9:4, 10:3, 19:10</td>
</tr>
<tr>
<td>QUESTION-HABIT</td>
<td>8:3, 18:4, 22:4, 24:3</td>
</tr>
<tr>
<td>PROPOSAL</td>
<td>10:4, 19:12</td>
</tr>
<tr>
<td>PARAPHRASE</td>
<td>9:4, 10:4</td>
</tr>
</tbody>
</table>

Table 4: Averaged number of clusters over 100 trials for the contact center simulation dialogues.

<table>
<thead>
<tr>
<th>Feature set</th>
<th>CRP</th>
<th>Infinite HMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>POS</td>
<td>27.46</td>
<td>30.00</td>
</tr>
<tr>
<td>CW-POS</td>
<td>31.18</td>
<td>31.11</td>
</tr>
<tr>
<td>BOW</td>
<td>911.07</td>
<td>619.64</td>
</tr>
</tbody>
</table>

dialogue acts for contact center simulation dialogues where an operator and a user perform transactions [15]. Table 4 shows the estimated number of clusters when we used 50 sampled dialogues (6550 utterances). The experimental condition was the same as we described in Section 3. It can be seen that the appropriate number of dialogue acts for this domain can be around 30 and can reach up to 80. We plan to use this insight in our modeling of dialogue acts in the development of our call summarization system [15]. In addition, we also need to optimize the hyper-parameters $\alpha$, $\beta$ and $\gamma$ for the CRP and the infinite HMM for better clustering accuracy.
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