An Efficient Pre-processing Scheme to Improve the Sound Source Localization System in Noisy Environment
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Abstract

In this study, we introduce an efficient pre-processing scheme for direction of arrival (DOA) estimation, which is capable of reducing the noise and reverberation effects in speech sound source localization. Furthermore, this presented system is also suitable for far-field speech localization. The adopted method of this proposed system can be simply subdivided into three stages: Linear phase-difference approximation, covariance matrix reconstruction, and frequency bin selection. The first two stages can initially decrease the influences of noise and reverberation; the last stage is used to filter the noise frequency bands according to the eigenvalue decomposition (EVD) of the covariance matrix. The experimental results show that our proposed system has effective performance of detecting different directions of speeches. For different signal-to-noise ratios (SNRs) speech signals, the average estimation errors can be decreased by about 5 to 7.5 degrees.

Index Terms: sound source localization, direction of arrival, phase-difference approximation, frequency bin selection

1. Introduction

The objective of sound source localization (SSL) is applied to determine the voice location coordinates in a restrictive space. More recently, research on SSL has been explored in number of scenarios, including audio-visual conferencing, surveillance, and speech recognition. Since SSL has been an active research topic in acoustic and speech signal processing, many studies are presented to deal with this demand for each different SSL situation.

In general, the SSL system is composed of a microphone array and an adopted direction of arrival (DOA) algorithm. The former is used to receive the source sound, and the latter is utilized to evaluate the position of the received sound source. The DOA estimation algorithms can be ordinarily divided into two categories, the first one is time delay estimation (TDE) method, and the other one is eigen space distribution approach.

The TDE method commonly employs a receiver array, which consists of only two sensors, to obtain sound signals. Each signal passing from different direction propagation in the sensor array causes various responses. The TDE algorithms, such as average magnitude difference function (AMDF) [1] and generalized cross correlation (GCC) [2], can calculate the direction angle of signal source according to the time difference of paths, where the signal transmits from source to the diverse sensors. On the other hand, the eigen space-based approaches like multiple signal classification (MUSIC) [3] can compute the multiple directions of the signals with the relation of eigenvector distributions between different signals and the orthogonal projections of individual eigenvectors.

When the sound source belongs to narrowband signal, the accurate DOA estimation can be achieved by the conventional DOA algorithms mentioned above. However, the performance of wideband signal (e.g., speech signal) DOA evaluation with the usual narrowband DOA algorithms could be extremely decreased in ambient noise and reverberation environments. It is because noise may have the same spectral characteristics as the desired speech signal, and reverberation causes an increment in the phase difference of received signals between microphones. In order to handle this problem, some of studies have been proposed the spatial smoothing technique [4] and the distributed microphone system [5]. However, it is hard to implement while the number of microphones is restricted. For the reasons described above, the purpose of this study is to investigate a pre-processing procedure of DOA estimation with only two microphones, which can relieve the noise and reverberation problems in a real environment.

The remainder of this study is organized as follows: Section II reviews the previous work of DOA algorithms. In Section III, we present the details of the proposed DOA system with pre-processing scheme. The experimental results are examined in Section IV. Section V briefly summarizes the conclusions of this study.

2. Previous work

2.1. Multiple signal classification

Multiple signal classification (MUSIC) is a subspace-based approach for DOA estimation that utilizes the EVD to separate the noise space and the desired space from the received signal, and to calculate the direction of the source signal by the eigenvector of the covariance matrix.

We assume that the source signal is collected by the microphone array, which is composed of m microphones; the received signals can be modeled with a matrix or vector terms, where \( a(\theta) \) denotes a steering vector, \( s(t) \) and \( n(t) \) represent the sound signal and the noise respectively.

\[
\begin{bmatrix}
    n_1(t) \\
    u_1(t) \\
    \vdots \\
    n_m(t)
\end{bmatrix} = \begin{bmatrix}
    a_1(\theta)s(t) + n_1(t) \\
    a_2(\theta)s(t) + n_2(t) \\
    \vdots \\
    a_m(\theta)s(t) + n_m(t)
\end{bmatrix} (1)
\]

\[
u(t) = A(\theta)s(t) + n(t) (2)\

Hence, the covariance matrix of the observed signal can be given in (3), where \( E[\cdot] \) and \( \cdot^H \) are the expectation value and the Hermitian operation, \( R_{ss} \) is the covariance matrix of the sound source, \( \sigma_n^2 \) denotes the variance of the noise, and \( I \) is an identity matrix.
where we can find that covariance matrix can be rewritten as

\[ \mathbf{R}_{uu} = \mathbf{B} \mathbf{A} \mathbf{B}^H \]  

(4)

using (4) and (5), we can observe

\[
| \mathbf{R}_{uu} - \zeta_i \mathbf{I} | = 0
\]

(6)

For only one source signal, the eigenvalue of the covariance matrix can be rewritten as

\[ \mathbf{A} = \text{diag} \begin{bmatrix}
\zeta_0 + \sigma_n^2 & 0 & \cdots & 0 \\
0 & \zeta_1 + \sigma_n^2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \zeta_{m-1} + \sigma_n^2 
\end{bmatrix} 
\]

(7)

where \( \zeta_i \) denotes the only non-zero positive eigenvalue of the covariance matrix. For \( i \) is more than or equal to one, we have

\[
\mathbf{R}_{uu} \mathbf{q}_i = \left[ \mathbf{A} \mathbf{R}_{uu} \mathbf{A}^H + \sigma_n^2 \mathbf{I} \right] \mathbf{q}_i
\]

\[ = \zeta_i \mathbf{q}_i \]

\[ = \sigma_n^2 \mathbf{q}_i \]

(8)

we can find that

\[ \mathbf{A} \mathbf{R}_{uu} \mathbf{A}^H \mathbf{q}_i = 0 \]

(9)

According to (9), the eigenvector associated with the \( m-1 \) lowest eigenvalues of \( \mathbf{R}_{uu} \) and the vector corresponding to the actual TDOA (see (10)) are orthogonal. Finally we can obtain the cost function and the angle of the signal in (11).

\[
\mathbf{V}_u = \left[ \mathbf{q}_2 \quad \mathbf{q}_3 \quad \cdots \quad \mathbf{q}_{m-1} \right]
\]

(10)

\[
\mathbf{A}^H(\theta) \mathbf{V}_u \mathbf{V}_u^H \mathbf{A}(\theta) = 0
\]

(11)

For the DOA evaluation, we utilize the MUSIC and the minimum variance distortionless response (MVDR) [7] algorithms to estimate the source direction in our proposed system.

3. Proposed system

The proposed speech SSL system is shown in Figure 1, which can be divided into two parts: The first one is the proposed pre-processing scheme, which contains the linear phase-difference approximation, covariance matrix reconstruction, and frequency bin selection; the second one is the DOA estimation. For the DOA evaluation, we utilize the MUSIC and the minimum variance distortionless response (MVDR) [7] algorithms to estimate the source direction in our proposed system.

![Proposed far-field speech SSL system.](image)

**Figure 1:** Proposed far-field speech SSL system.

3.1. Linear phase-difference approximation

3.1.1. Phase-difference line

We suppose that the sound signal are collected with two microphones in noiseless environment, and transform the two received signals into the frequency domain. The observed signals can be written as

\[
\mathbf{U}(f) = \begin{bmatrix}
\mathbf{U}_1(f) \\
\mathbf{U}_2(f)
\end{bmatrix} = \mathbf{A}(f) \mathbf{S}(f)
\]

(12)

where \( \mathbf{U}_1(f), \mathbf{S}(f), \mathbf{A}, f, \) and \( \tau \) are, respectively, the observed signal, the source signal, steering vector, frequency, and delay time. The covariance matrix of the received signals can be defined in (13), where \( \mathbf{H} \) denotes the Hermitian operation, and \( E(\bullet) \) represents the expectation value of the matrix.

\[
\mathbf{R}_{uu} = E\{ \mathbf{U} \mathbf{U}^H \}
\]

(13)

the components of \( \mathbf{U}_1 \mathbf{U}_1^H \) and \( \mathbf{U}_2 \mathbf{U}_2^H \) are shown as

\[
\mathbf{U}_1 \mathbf{U}_1^H = \mathbf{S}(f)^2 e^{i2\pi f\tau}
\]

\[
\mathbf{U}_2 \mathbf{U}_2^H = \mathbf{S}(f)^2 e^{-i2\pi f\tau}
\]

(14)

According to (14), we can calculate the phase-difference for each frequency and represent these phase-differences as a linear line [6], which is described in Figure 2. Nevertheless, the observed phase-difference line does not have the linearity property in noisy environment (see details in Figure 3). In order to reduce the influences of ambient noise and the
reverberation, we propose an approximation procedure, which can make the observed phase line close to the theoretical one.

![Theoretical phase-difference line.](image1)

Figure 2: Theoretical phase-difference line.

![Observed noisy phase-difference line.](image2)

Figure 3: Observed noisy phase-difference line.

### 3.1.2. Linear phase approximation procedure

Figure 4 is the procedure of the proposed linear phase line approximation, where $\zeta_{\text{original}}$, $\zeta_{\text{regression}}$, and $\zeta_{\text{updated}}$ are, respectively, the original phase, the estimated phase after regression, and the final selected phase.

![Linear phase line approximation procedure.](image3)

Figure 4: Linear phase line approximation procedure.

After the linear regression calculation, we can estimate the square error $e$. Since the value of the square error is distinct from the different sound source direction, we utilize another threshold value adaptive_threshold to appropriately adjust the regression phase line. Figure 5 shows the phase-difference line after the proposed phase approximation.

![Phase-difference line after approximation.](image4)

Figure 5: Phase-difference line after approximation.

### 3.2. Covariance matrix reconstruction

The objective of the covariance matrix reconstruction is to reconstruct the new covariance matrix with $\zeta_{\text{updated}}$, which is described in Section 3.1.2. The new covariance matrix can be given by (13), where the two components of $U_1U_2^H$ and $U_2U_1^H$ are shown as

$$U_1U_2^H = S(f)^2 e^{\zeta_{\text{updated}}^H}$$

$$U_2U_1^H = S(f)^2 e^{-\zeta_{\text{updated}}^H}$$

### 3.3. Frequency bin selection

Although speech is a wideband signal, not all of the frequency bins contain complete speech information in the frequency domain. Hence, we propose a frequency bin selection technique, which adopts the eigen signal-to-noise ratio (Eigen SNR), to discover which frequency bin includes the major speech signal property.

Figure 6 clarifies the procedure of proposed frequency bin selection, which principally consists of the EVD and the Eigen SNR calculation. When finishing the EVD of the covariance matrix (see (16)), we can obtain the eigenvalues of the source signal and the noise (i.e., $\zeta_s$ and $\zeta_n$) from the covariance matrix $R_{uu}$. The Eigen SNR is formulated in (17); the larger Eigen SNR value represents more speech information than smaller one.

![Frequency bin selection procedure.](image5)

Figure 6: Frequency bin selection procedure.

$$R_{uu} = BAB^H$$

$$A = \text{diag} \left[ \zeta_s, 0 \right]$$

$$B = [q_s, q_n]$$

$$\text{Eigen SNR} = \frac{\zeta_s}{\zeta_n}$$

### 4. Experiments

#### 4.1. Experimental setup

The detailed specification of the experimental environment is illustrated in Table 1, which contains the descriptions of microphone, test distance, test speaker, noise, recorded speech, and test direction.

<table>
<thead>
<tr>
<th>Specification item</th>
<th>Experimental setup specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microphone type</td>
<td>Omni-directional</td>
</tr>
<tr>
<td>Number of microphones</td>
<td>2</td>
</tr>
<tr>
<td>Microphone spacing</td>
<td>0.08 m</td>
</tr>
<tr>
<td>Sampling frequency</td>
<td>8 kHz</td>
</tr>
<tr>
<td>Distance (speaker &amp; mic.)</td>
<td>3 m</td>
</tr>
<tr>
<td>Number of test speakers</td>
<td>11 (4 females, 7 males)</td>
</tr>
<tr>
<td>Noise type</td>
<td>White noise</td>
</tr>
<tr>
<td>SNR value of speech</td>
<td>10, 20, and 30 dB</td>
</tr>
<tr>
<td>Length of the test speech</td>
<td>Less than 3 seconds</td>
</tr>
<tr>
<td>Test direction of speech</td>
<td>60°, 75°, 90°, 105°, and 120°</td>
</tr>
</tbody>
</table>

Table 1. Experimental setup specification.
4.2. Evaluation Results

In the end, for the purpose of comparing the performances with several SNR values, Figure 9 represents the performances of MUSIC approach and the proposed system, which are included the average errors with the particular angle (90 degrees) and different SNR values. The detailed results are shown in Table 4, which also confirm that our proposed system is effective in reducing the noise influence.

In the experimental results, Figure 7 is the performance of MUSIC approach and our proposed system, which include the average degree errors with several test speeches (difference SNR values). About Figure 7, the horizontal axis is the sound direction, and the ordinate axis is the average error. It is clear to see that the proposed system is superior to the MUSIC approach; especially for 60 degrees and 120 degrees. The entire results are described in Table 2; the total average errors can be decreased by about 5 degrees. The detailed results are described in Table 3.

5. Conclusions

In this study, we proposed a far-field speech SSL system used in real acoustic environments. We utilize a proposed pre-processing scheme, which contains three stages: Linear phase-difference approximation, covariance matrix reconstruction, and frequency bin selection, to enhance localization ability. The experimental results show that our system can relieve the influences of the ambient noise and reverberation for several different sound directions and SNR values. Besides, this system can decrease the average degree errors about 5 to 7.5 degrees. It clearly demonstrates the performance of the proposed system and its feasibility.
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