Parametrising Degree of Articulator Movement from Dynamic MRI Data
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Abstract

A new approach is proposed for quantifying the degree of articulator movement within a phoneme as a single scalar value, using vocal tract images captured using dynamic MRI. This indicates the degree of physical movement of the articulators involved in speech production, rather than the acoustic consequences of that movement.

We go on to show that this is a valid method for characterising the overall dynamics of the vocal tract, by demonstrating a coefficient of determination (R^2) of 0.61 between it and a similarly-defined scalar measure of the acoustic dynamics of the signal.

The calculation of the new measure involves production of images showing the exact location of any movement within the vocal tract, and additionally shows this information separately for the initial and final segments of each phoneme.

Finally, we demonstrate that although some sounds may involve more movement of the articulators than would be expected from the dynamics of the acoustic signal, it is rare for the degree of articulation derived from the MRI data to be significantly less than expected.

Index Terms: degree of articulation, phoneme duration, vocal tract shape, dynamic MRI.

1. Introduction

Some phonemes require greater movement of the vocal tract's articulators than others. There have already been many attempts to analyse the movement of these articulators [1-6] and to apply those movements to speech coding [7], speech synthesis [8, 9] and speech recognition [10, 11]. These methods have invariably attempted to use detailed models of the articulators' positions to predict details of the temporal and spectral aspects of the signal. This can make the analysis much more complicated and error-prone than is necessary in some applications.

This work addresses estimation of the degree of articulatory movement required to produce the speech sounds, rather than analysing the exact movement of any particular articulator. Each time a speaker articulates a phoneme in a different context there are variations in its articulation. We use multiple instances of articulation in different contexts and find an average of normalised measures of the degree of dynamic articulation within those instances. We propose this as a method for quantifying the degree of dynamic articulation involved in producing a particular phoneme.

The paper is structured as follows: a brief introduction to MRI vocal tract imaging is presented in section 1.1, followed by a description of the database in section 1.2. The methodology is explained in sections 1.3 and 1.4. Finally, the results are presented and discussed in section 2, followed by concluding points in section 3.

1.1. Vocal Tract MRI

Magnetic resonance imaging techniques have been commonly used for obtaining models of human articulation and vocal tract shape [12 – 17]. However, the natural articulation rate is considerably faster than the typical acquisition time required by the MRI scanners and different approaches have been suggested in the literature for addressing this problem.

In static MRI imaging, a sustained steady-state articulation is required for the image acquisition to be complete, and it is therefore more useful in capturing steady vowels and fricatives [12]. Real-time MRI captures the images at natural speaking rate, and therefore has to deal with spatial and temporal resolution trade-offs [13, 14]. In dynamic MRI, images are captured and aggregated over a sequence of repetitions of an utterance, and can offer a relatively high spatial and temporal resolution [15, 16, 17].

Dynamic and real-time MRI imaging techniques are both used to capture articulation during running speech; the main difference between the two methods is in the procedure for obtaining and reconstructing the images. In dynamic MRI, the image data are collected from a dynamically articulating subject and the images are reconstructed offline across different repetitions upon completion of the acquisition procedure. In real-time MRI, the MRI movies are captured in real time, while the speaker is articulating. Consequently, real-time MRI is able to give the visual impression of continuous articulation, but details of some very rapid articulatory movements are likely to be missed. The animation constructed offline by dynamic MRI can show the movement of articulators with a very fine degree of temporal and spatial resolution.

The choice of MRI technique depends on the final application and the importance of the image's temporal and spatial resolution.

1.2. MRI Data

We used a database of dynamic MRI movies and their corresponding acoustic data (i.e. audio recordings), collected as the outcome of a previous research project [17]. The images were collected from 20 native speakers of British English (10 male and 10 female). The MRI device used was a 1.5 Tesla MRI unit1. Due to the long exposure time required for capturing each image, only a relatively small number of phones were selected for inclusion in this database. These are listed in IPA notation in Table 1.

To acquire the images, the subjects lay in the MRI scanner and articulated a set of utterances repeatedly 20 times. The timing of the repetitions of the utterance was governed by a metronome, and the speakers spoke in time to the metronome beats. For each utterance, a sequence of 68 images was captured at intervals set according to the metronome rate (approximate image temporal resolution of 0.05s). The images are mid-sagittal images from the bottom of the subjects’ neck

---

1 Signa HDx, GE Medical Systems, Milwaukee, WI
up to the top of the head. Figures 1 and 2 are the first and last one-thirds of the average image for a single speaker's articulation of the phone [ˈɔː].

Acoustic signals were simultaneously recorded during the image acquisition by a non-magnetic gradient microphone that was fitted inside the scanner approximately 5 cm from the subject’s mouth. To achieve a better SNR, the scanner noise was cancelled out using signal processing techniques, as in the original project [17]. Because of the recording procedure, both the acoustic waveforms and MRI images are very similar from one instance to the next, allowing a simple pixel-by-pixel comparison between images.

For the work described here, six speakers were selected on the basis of the relatively high quality of their data.

1.3. Alignment

Although the transcriptions of the speech signals in the MRI database are known, neither the acoustic signals nor the visual (MRI) data are aligned in time with the transcriptions. To align the audio recordings with the transcriptions, and thus determine the phoneme boundaries in the acoustic data, we developed a set of acoustic HMMs [18] and used Viterbi alignment to label the signal.

Due to the levels of electromagnetic and acoustic noise inside the scanner, the collected speech data is relatively poor in quality even after the noise cancellation. In addition, neither the quantity nor the diversity of the acoustic MRI data were sufficient to train an HMM-based alignment system. Therefore, the models were trained on a separate “clean” corpus, supplemented with the speech from the MRI database. The clean corpus contains speech recordings collected for training British English acoustic models in a previous project [19]. The MRI audio recordings were also included to provide data that is more representative of the characteristics of the target signal.

The trained alignment system was used to force-align the MRI acoustic data with the transcriptions. A subset of the data was also aligned manually, and the automatic labels were compared against the manual labels. 93% of the automatic labels agreed to within 50ms of the manual ones (81% agreed to better than 20ms).

The initial frame of the image sequence was then located manually. The video and audio signals were synchronised by identifying subjectively plausible start-times for the respective signals. The locations of individual phonemes were derived from the acoustic data, with respect to the start-times.

1.4. Degree of Articulation

1.4.1. MRI Data

For this work, we took images covering each one-third duration of the respective phones, and averaged them separately over multiple instances of the relevant phone. We divided the durations into thirds on the assumption that the widely-accepted 3-state phoneme models used in ASR would be sufficiently detailed to capture articulatory movement as well as acoustics.

By taking the difference between the averaged MRI images of the first, middle and final thirds of each phone we quantified the amount of articulatory movement within an instance of a phone. The average magnitudes of the differences between first and middle, and between middle and last, thirds of the phone [ˈiː] are shown in Figure 3 and 5.

The overall degree of articulation of each phone is quantified by summing the intensity levels indicated in images such as Figure 3 and 5. These figures capture the articulatory movements in the first and final parts of each phone, respectively.
Figure 5: Image showing the average articulatory movement between the middle and final thirds of the phone [ˈiː] for a single speaker. The jaw movement is comparable with that in Figure 3, but the movement of the tongue is now at the front of the mouth.

We then normalised these 'degree of articulation' images to suppress variability due to the size of the image and the speakers' vocal tract. These normalised measures indicate the articulator movement involved in production of each phone, and the measures from the different speakers can be averaged to give an overall measure of 'degree of articulator movement' for first and final parts of each phone.

1.4.2. Acoustic Data

For the acoustic data, a measure of acoustic dynamics was devised, again by comparing the first, middle, and final thirds of each labelled phone. In this case, a modified symmetrical form of the Itakura-Saito distance was calculated between the acoustic signals for the same regions as in the MRI analysis. A single Itakura-Saito distance was calculated based on the whole of each third of the respective phone. The Itakura-Saito distance was chosen for its mathematical simplicity and well-documented behaviour.

These acoustic parameters were, like the MRI-based measure of articulator movement above, averaged over all instances of each phone, spoken by an individual speaker, and their range normalised separately for each speaker. These normalised values were then averaged across all speakers to provide a single measure of 'degree of acoustic dynamics' associated with the first and final parts of each phone.

2. Results and Discussion

To illustrate the relationship between articulator movement and acoustic dynamics, the measures described in Sections 1.4.1. and 1.4.2. were plotted in Figure 4. This figure combines the data for first and final parts of the respective phones, by summing them; this is in order to capture the total degree of dynamics within each phone.

Table 2. Locations of visually significant movement for first and final parts of each phone for a single speaker.
Parentheses indicate very slight movement.

<table>
<thead>
<tr>
<th>Phone (IPA)</th>
<th>First Part</th>
<th>Final Part</th>
</tr>
</thead>
<tbody>
<tr>
<td>[ɑː]</td>
<td>Jaw</td>
<td>Tip of tongue &amp; jaw</td>
</tr>
<tr>
<td>[ə]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[ʌ]</td>
<td>Tip of tongue (&amp; jaw)</td>
<td>(jaw)</td>
</tr>
<tr>
<td>[ɔː]</td>
<td>Tip &amp; back of tongue (&amp; jaw)</td>
<td>Tip of tongue &amp; jaw</td>
</tr>
<tr>
<td>[d]</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>[t]</td>
<td>Lips (&amp; jaw)</td>
<td>Lips (&amp; jaw)</td>
</tr>
<tr>
<td>[ɪ]</td>
<td>-</td>
<td>(Tip of tongue &amp; jaw)</td>
</tr>
<tr>
<td>[ɪ]</td>
<td>Front edge of tongue (&amp; jaw)</td>
<td>(Jaw)</td>
</tr>
<tr>
<td>[ʃ]</td>
<td>Back of hard palate &amp; jaw</td>
<td>Front of hard palate &amp; jaw</td>
</tr>
<tr>
<td>[n]</td>
<td>Tip of tongue (&amp; jaw)</td>
<td>Velum &amp; root of tongue (&amp; jaw)</td>
</tr>
<tr>
<td>[s]</td>
<td>Tip of tongue (&amp; jaw)</td>
<td>(Tip of tongue &amp; jaw)</td>
</tr>
</tbody>
</table>

Figure 4: Phone articulation measures averaged over six speakers: the degree of dynamics in the MRI data plotted against that in the acoustic signal.
There is a clear correlation between articulator movement and acoustic dynamics, with a coefficient of determination ($R^2$) of 0.61, which is highly significant ($t=3.75; p<0.01$). One phone [c] has significantly greater articulator movement than would be expected from the associated acoustic dynamics, but the others are very clearly and directly related.

The full set of ‘degree of articulation’ images of a single speaker (corresponding to Figure 3 and 5 for all the phones in Table 1) were examined, and regions of high movement which they revealed were noted.

The results are summarised in Table 2. These subjective observations were made before the objective results in Figure 4 were available, but are qualitatively in close agreement with them.

From these observations it appears that although most of the phones in the table would normally be considered “steady” sounds, only three [s], [i] and [d] involve very little or no movement of the articulators during their production. This lack of articulation of unstressed vowels [i] and [e] may be because the short duration of the sounds obtained from the aligned acoustic data. The shorter durations lead to fewer frames being associated with the phone articulation and, not much variation can be observed in short sequences of their corresponding image frames, which can be very few in number because of the relatively low frame rate of the MRI data.

The jaw movement observed in most of the phones may be related to the manner of articulation of the phones, or it could be the result of surrounding phone articulations.

3. Conclusions

In this work, we propose a novel method for observing the relationship between the physical movement of the speech articulators and the acoustic productions. Instead of looking at the shape of the vocal tract and area functions, we proposed using the degree of articulation for characterizing the acoustics.

Our results suggest that although the details of phoneme articulation can be speaker-specific, a strong pattern of correlation can be observed between the degree of spectral variation (acoustic dynamics) and the amount of movement in the vocal tract. This correlation indicates that the measure of ‘degree of articulator movement’ described in this paper, is indeed a valid method for characterising the overall dynamics of the vocal tract.

There are many possible uses for this novel parameter – primarily in research areas concerned with identifying the relative importance of articulatory movement during the production of different sounds.
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