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Abstract

This paper describes a framework for evaluation of spoken dialogue systems. Typically, evaluation of dialogue systems is performed in a controlled test environment with carefully selected and instructed users. However, this approach is very demanding. An alternative is to recruit a large group of users who evaluate the dialogue systems in a remote setting under virtually no supervision. Crowdsourcing technology, for example Amazon Mechanical Turk (AMT), provides an efficient way of recruiting subjects. This paper describes an evaluation framework for spoken dialogue systems using AMT users and compares the obtained results with a recent trial in which the systems were tested by locally recruited users. The results suggest that the use of crowdsourcing technology is feasible and it can provide reliable results.
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1. Introduction

Despite recent progress in spoken dialogue systems development, there is a re-occurring problem with evaluating new ideas in this area. Ideally, the proposed techniques should be evaluated with real users, requiring the recruitment of a group of carefully selected subjects. Prior to the evaluation, the subjects have to be instructed on how to rate the dialogue systems. During the evaluation, the subjects have to be supervised to achieve consistent ratings. Because this process is time-consuming and costly, dialogue systems are very often evaluated in interaction with a simulated user, rather than real users [1, 2, 3]. However, this raises a question regarding the potential discrepancy between simulated and real user behaviour [4]. Hence, there is a need for a methodology for efficient evaluation on real users, allowing such evaluations to be held more frequently and at modest cost.

This work describes an evaluation framework for spoken dialogue systems which uses crowdsourcing technology for recruiting and managing large groups of users/subjects. The main benefit of this approach is that it has access to a vast base of potential users, the evaluation starts practically immediately when requested, the automation of paying the subjects eases the management of the evaluation, and finally the cost of the evaluation is greatly reduced by offering the work in a highly competitive market place.

The paper is organised as follows. Section 2 describes a typical evaluation in a controlled test environment. Section 3 details the proposed framework for remote evaluation of dialogue systems using Amazon Mechanical Turk. The results obtained by the proposed framework are evaluated and discussed in Section 4. Finally, the paper is concluded in Section 5.

2. Controlled environment evaluation

In the dialogue system evaluations described in [5, 6], the subjects were recruited among students or employees of the university via advertisements distributed on local mailing lists and bulletins. The subjects that agreed to participate in the evaluation were invited to the lab on a particular date and time to do a series of tasks in a one-hour time slot. The full schedule consisted of several time slots in several parallel sessions and could therefore accommodate a large group of subjects in a few days. The subjects were expected to complete at least 20 dialogues during the session, under continuous supervision of a research team member. For each of these dialogues, subjects were provided with a specific scenario in the tourist information domain, describing what kind of venue the user should ask for (for example, a cheap Chinese restaurant in the city centre).

At the beginning of each session, the supervisor gave some general instructions to a subject, including how to use the microphone and headset, how to interact with the dialogue systems, and how to answer the questions from the questionnaire used for the subjective evaluation. During the session, the supervisor advised the subject on how to consistently rate the systems, and checked whether they followed the task descriptions. For each completed dialogue, the subject was asked to provide feedback about that dialogue via a questionnaire. This included questions about the perceived performance of different aspects of the system as well as of the system as a whole. The question “Did you find all the information you were looking for?” aimed to evaluate the overall performance of the dialogue system.

3. Remote evaluation

The evaluation of dialogue systems with users in a controlled environment as described in Section 2 is very demanding. An alternative approach is to use crowdsourcing technology to recruit a large number of users which work under virtually no supervision. The first platform developed for large scale crowdsourcing is Amazon Mechanical Turk (AMT) [7]. The AMT’s workforce allows a large number of small tasks to be completed in a very short period of time. The platform has been used for a great variety of tasks, including for example image labelling [8], semantic labelling [9], and audio transcription [10, 11]. More recently, the technology has been used in the context of dialogue system evaluation, where user judgements for a set of pre-collected dialogues were obtained [12].

In the AMT terminology, the tasks are referred to as HITs (Human Intelligence Tasks), the users performing work on HITs are called workers, and those publishing HITs are called requesters. This terminology will be followed in the remainder of this paper. AMT provides infrastructure for presenting HITs to workers, collecting results, and eventually paying the workers. The interaction with AMT is performed via the Internet and requesters have to design a web interface which enables the
workers to complete the published HITs.

In order to use AMT for dialogue system evaluation, initially, a fully web based framework was developed. The framework used a Java applet implementing a software phone to carry voice over the Internet. It was assumed that such a system would be cheap to operate and easy to use. However, there were numerous problems with this approach. First, many workers had problems connecting to the evaluated dialogue systems as their Internet service providers were blocking the voice connection. Second, it was observed that many users had difficulties to connect and operate their headset and external microphone, which they were required to use in order to prevent echo in the audio recordings. Finally, most of the AMT users calling the evaluated systems turned out to be non-native speakers of English. The analysis of the IP addresses of these workers revealed that they were not from the USA. The English proficiency of these workers was very low which resulted in ungrammatical and unnatural sentences. Also, their speech was heavily accented.

Therefore, a telephone based evaluation framework was implemented. Workers were provided with a phone number to call, using either a land line or a mobile phone and the web interface was only used to present the tasks and collect feedback.

3.1. Telephone framework

In the telephone framework, the web interface contains an introduction, a task description, a telephone number which should be called, and a feedback form. The introduction briefly describes the evaluated dialogue systems, emphasises that the workers should be native English speakers, and provides an example of a typical conversation. The task description presents one randomly selected task from a set of pre-generated tasks. The set of tasks is produced automatically by a template-based natural language generator using randomly sampled constraints from a domain ontology.

In order to distribute incoming calls evenly across the systems, a private branch exchange (PBX)1 was used, which randomly routed each call to one of the systems. With this setup, workers were able to use the redial functionality on their phone without affecting the distribution of the systems called.

To prevent users from submitting feedback without calling any of the systems, the feedback form is only enabled after a unique code has been entered. This code is given to a worker by the dialogue system at the end of a call, after the actual dialogue, and is also stored in the call log. The code is issued only if some non-trivial interaction with the dialogue system has taken place. When the code is entered and successfully verified, the feedback form is enabled and a worker can submit their feedback. This same code is also used to match the feedback information with the correct call log containing the system ID.

To make the dialogue system evaluation attractive to USA workers, a toll-free phone number was purchased. As long as workers use land phones, the calls are free. From the cost perspective, the price associated with renting a toll-free phone number and paying for incoming calls is modest. It is relatively easy to find providers which offer toll-free USA phone numbers for less than $15 a month and $0.02 per minute of incoming calls.

When the telephone framework was tested, the number of calls was about 120 per day. This is significantly higher compared to the software phone framework. Although no measures were taken to prevent calls from outside the USA, all the workers were native English speakers based on manual inspection of the data. Note that it is possible to call a toll-free phone number for free with an Internet based service such as Skype from any country.

4. Evaluation of reliability of AMT workers

As the AMT workers complete the tasks without supervision, a question therefore arises as to what extent the results obtained with the AMT workers are accurate. To evaluate the quality of the results obtained from AMT workers, a test trial was held with three variants of the HIS dialogue system [6]. The results obtained with AMT workers were then compared to results from a recent trial of the same systems with users from Cambridge. The assumption was that the ranking of the trialled systems should be the same or the changes in the ranking should not be statistically significant.

The trialled dialogue systems were designed for the Cambridge Restaurant Information domain, in which users can obtain information about venues such as restaurants, pubs, and coffee shops. The users may provide information about what kind of venue they are looking for, for example the area, the price range, or type of food they prefer. Once a suitable venue has been offered by the system, the user may request additional information such as the address, phone number, postcode, or the prices at that venue. An example of a typical dialogue is provided in Table 1.

<table>
<thead>
<tr>
<th>System</th>
<th>User</th>
<th>System</th>
<th>User</th>
<th>System</th>
<th>User</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thank you for calling the Cambridge Information system.</td>
<td>Hi, I'm looking for an expensive Chinese restaurant.</td>
<td>There is no place to eat serving Chinese food in the cheap price range.</td>
<td>I want something cheap then.</td>
<td>Yu Garden serves Chinese food. It is in the cheap price range.</td>
<td>Ok, give me the address.</td>
</tr>
<tr>
<td>System</td>
<td>User</td>
<td>System</td>
<td>User</td>
<td>System</td>
<td>User</td>
</tr>
<tr>
<td>Yu Garden is located on A/529 Newmarket Road.</td>
<td>Thank you. Goodbye.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: An example of a dialogue from the Cambridge Restaurant Information domain.

Typically, evaluation of dialogue systems is based on success rate, representing the proportion of successful dialogues in the trial. In this work, a dialogue is considered to be successful if a dialogue system offers a venue matching user’s constraints and it provides all of the information that the users requested.

A success rate can be either subjective or objective. A subjective success rate is computed from the users’ feedback information, more specifically from their answers to the question “Did you find all the information you were looking for?”, as described in Section 2. However, this metric relies on the ability of the users to accurately rate the performance of the systems. For the purpose of objective evaluation, two objective scoring measures were derived: (1) an objective success rate based on the assigned user goals, and (2) an objective success rate based on inferred user goals.

The objective measure based on the assigned goal assumes that the users exactly follow the task description. Given the task description of the goal that was given to the user, it is possible to determine from the system responses whether the offered venue is matching the constraints defined in the goal and whether all required information about the venue has been provided. For this purpose, a simple scoring algorithm was implemented. The problem with this approach however, is that in practice, some users tend to divert from the assigned task description, causing some dialogues to be scored negatively as a result. Typically,
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1The used PBX was ASTERISK PBX which is available at http://www.asterisk.org
the user forgets to specify a constraint mentioned in the scenario, or forgets to ask for some additional information about an offered venue, for example the postcode. In such cases, the system is penalised, even when its responses to the user were appropriate. Hence, the objective success rates based on assigned goals might not always be accurate, especially when there is no direct supervision of the subjects.

In order to address the above problem, a method for computing objective success rates based on inferred user goals was developed. A finely tuned heuristic algorithm is used to infer the goals from the log of the system and user dialogue acts. In this way, the scoring is based on what the user actually asked for. For example, if the user asks about a cheap coffee shop than it becomes part of the constraints of the inferred goal. If a user changes his mind during the dialogue, this is accounted for by identifying a new goal that has to be satisfied.

Ideally, the goal inference algorithm should use the user acts in the true semantic annotations. However, obtaining manual semantic annotations is rather tedious. Instead, AMT workers are used to transcribe the recorded audio and a semantic parser is used to obtain automatic semantic annotations of the resulting audio transcriptions. This approach is justified by the fact that the performance of the used semantic parser on transcribed sentences is comparable to the accuracy of human annotations, based on the inter-annotator agreement scores in a similarly complex tourist information domain [13].

4.1. Results

The evaluated systems were three variants of the HIS dialogue system [6]. The HIS dialogue system is based on a Partially Observable Markov Decision Processes (POMDP) framework which aims to handle inherent uncertainty in spoken dialogue systems in a principled way. The system consists of an automatic speech recogniser (ASR), a semantic parser, a POMDP dialogue manager, a natural language generator (NLG), and a HMM speech synthesiser. As described in [6], the speech recogniser and the semantic parser process the user’s speech into an N-best list of dialogue acts. The N-best list of dialogue acts is then used by the dialogue manager to produce a system action. The system action is then passed to the natural language generator that converts it to text, which is finally synthesised.

The aim of the original trial with Cambridge users was to contrast effects of different N-best list sizes and different NLG modules. The first trialled system used a full N-best list with a template-based NLG (1BT). The second system used a 1-best list with a template-based NLG (1BT). The third system used a full N-best list with a reinforcement-learning based NLG (NBRL). The results for both trials are given in Table 2. The systems evaluated with AMT workers have prefix A while the Cambridge trial system has prefix C. For each success rate, a 95% confidence interval is given in brackets. The subjective success rates are shown in the column “SubSucc” while the objective success rates based on assigned goals and inferred goals are shown in the columns “ObjSucc AG” and “ObjSucc IG.”

To verify the quality of the subjective rating, inspection of 30 user rated dialogues was carried out. It was observed that all dialogues rated as failed were indeed unsuccessful dialogues; however, many dialogues rated as successful should have been rated as unsuccessful. This suggests that users are overly optimistic in their ratings and rate dialogues as unsuccessful only if something went seriously wrong.

Overall, the objective success rates may seem rather low. This can be partly explained by the high WER (see below) found in the data, and also by the fact that the criterion used for success is very strict. Most reports on system evaluations present success rates based on much softer criteria, such as the dialogue being closed without the user hanging up, or the system merely offering a touristic venue, a bus time, or flight information, without actually checking if that was really what the user was looking for. When comparing “ObjSucc AG” to “ObjSucc IG”, one can see that the “ObjSucc AG” values are significantly lower. This is in line with the expectations, because the “ObjSucc AG” ratings are computed under the assumption that users exactly follow the task descriptions, making them overly pessimistic. The objective success rates based on inferred goals (“ObjSucc IG”) offers a more accurate insight into the performance of the tested systems, as it correctly rates dialogues in which users diverted from the assigned task description.

The results in terms of the “ObjSucc IG” ratings show that the rankings of the evaluated systems in the AMT and Cambridge trials are consistent. In both trials, the NBRL system is significantly better than the NBT system. On the other hand, neither difference between the NBT and IBT systems is statistically significant. Two tailed z-tests at the 95% confidence level were used to test the statistical significance of the difference between the success rates. When dialogue systems are compared on two different user populations and the same speech recogniser is used, the speech recognition performance should be analysed as the ASR performance can differ significantly. In the AMT trial, the users were only native English speakers with North American accent. On the other hand, in the Cambridge trial the users were from a more diverse population. They were either native British speakers or non-native speakers, representing a variety of nationalities. However, it appears that the differences in the user population did not significantly affect the speech recognition performance. The WER for the AMT trial was 53.9% while the WER for the Cambridge trial was 56.6%. This unusually high WER was caused by using mismatched ASR acoustic and language models. In particular, the acoustic model was trained on high quality wide-band audio while in the evaluation the audio signal was a narrow-band telephone speech. Also it was observed that the speaking style of the AMT users was significantly more casual than had previously been encountered with lab-based users.

The impact of the different number of users in the AMT and Cambridge trials was also analysed. As can be seen from Table 3, the number of users in the AMT trial was significantly larger compared to the Cambridge trial while the average number of calls per user was significantly lower. This can be explained by a difference in the recruiting process in which the Cambridge users or non-native speakers, representing a variety of nationalities. However, it appears that the differences in the user population did not significantly affect the speech recognition performance. The WER for the AMT trial was 53.9% while the WER for the Cambridge trial was 56.6%. This unusually high WER was caused by using mismatched ASR acoustic and language models. In particular, the acoustic model was trained on high quality wide-band audio while in the evaluation the audio signal was a narrow-band telephone speech. Also it was observed that the speaking style of the AMT users was significantly more casual than had previously been encountered with lab-based users.

The impact of the different number of users in the AMT and Cambridge trials was also analysed. As can be seen from Table 3, the number of users in the AMT trial was significantly larger compared to the Cambridge trial while the average number of calls per user was significantly lower. This can be explained by a difference in the recruiting process in which the Cambridge users
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Table 2: Results for the AMT and CAM trials. The success rates are followed by their 95% confidence intervals.

<table>
<thead>
<tr>
<th>System</th>
<th># calls</th>
<th>SubSucc</th>
<th>ObjSucc AG</th>
<th>ObjSucc IG</th>
</tr>
</thead>
<tbody>
<tr>
<td>A/NBT</td>
<td>403</td>
<td>64.3% (4.7)</td>
<td>28.8% (4.4)</td>
<td>44.3% (4.6)</td>
</tr>
<tr>
<td>A/IBT</td>
<td>390</td>
<td>67.4% (4.7)</td>
<td>36.7% (4.7)</td>
<td>51.5% (4.7)</td>
</tr>
<tr>
<td>A/NBRL</td>
<td>130</td>
<td>56.2% (8.5)</td>
<td>37.7% (8.3)</td>
<td>55.9% (7.7)</td>
</tr>
<tr>
<td>C/NBT</td>
<td>199</td>
<td>65.3% (6.6)</td>
<td>46.7% (6.9)</td>
<td>42.0% (6.5)</td>
</tr>
<tr>
<td>C/IBT</td>
<td>108</td>
<td>62.0% (9.2)</td>
<td>38.9% (9.2)</td>
<td>42.5% (8.6)</td>
</tr>
<tr>
<td>C/NBRL</td>
<td>101</td>
<td>60.4% (9.5)</td>
<td>49.5% (9.7)</td>
<td>55.7% (8.8)</td>
</tr>
</tbody>
</table>

---

2A separate set of HITs is produced to obtain audio transcriptions of the trial data. To control the quality of the transcriptions, each AMT worker has to transcribe a small amount of speech for which a gold standard annotation is available. If any worker’s accuracy is lower than some threshold then its transcriptions are rejected.

3When the acoustic model and language model were later retrained using the data collected in this trial, the resulting WER decreased to approximately 20%.
users committed themselves to making between 15 to 40 calls in total. On the other hand, the AMT workers can freely decide whether they want to continue contributing to the trial or not. Based on the median of the number of calls per user, about 50% of the AMT users made less than 3 calls. When the data were inspected, it was found that 26 AMT workers out of 140 made more than 10 calls and three users made more than 40 calls. This disparity in the number of calls made by different users is unfortunate as it can bias the subjective rating. What can happen is that a small number of AMT workers like this type of HIT so much that they try to complete almost all available HITs. Consequently, the number of submitted (and potentially unreliable) feedbacks by these few workers can make up a very large portion of all the collected responses, and so the average subjective scores represent mostly these few AMT users. However, this should not play any role in the objective scoring as the scores are determined automatically. In the future, more attention should be paid to encouraging workers to make more calls on average. This could be done, for example, by some form of bonus for reaching a certain number of calls.

In addition, the random call routing algorithm should be improved. It was observed that some workers called some systems significantly more often than others especially when the workers made only a few calls, say, less than six calls. To alleviate the problem, a future routing algorithm should route an incoming call to the system which was called least times by the user. However, such routing is not trivial to set up in the ASTERISK PBX, and therefore, a special routing application would have to be implemented.

5. Conclusion

This paper has discussed a framework for evaluating dialogue systems using Amazon Mechanical Turk for recruiting a large group of users. The framework combines a telephone infrastructure and web interface where the telephone infrastructure is used for connecting users with the dialogue systems and the web interface is used to present tasks and collect user feedback. When the results obtained with the AMT workers were compared to the results collected with Cambridge users, it was found that the ranking in both trials was consistent between these two populations. This suggests that the results obtained from the AMT trial and the more controlled Cambridge trial are indistinguishable.

The use of the AMT workers is substantially more efficient when compared to a controlled test. First, no effort had to be put into recruiting users on AMT. On the other hand, it took several weeks to recruit the users for the Cambridge trial. Second, the evaluation was much cheaper. For example, the AMT workers were paid $0.20 per call while Cambridge users had to be paid $0.80 per call.

The use of AMT workers has the potential to scale to a point at which all differences in performance would be statistically significant. Note that in order to achieve statistical significance, a large number of dialogues has to be collected. For example, if the z-test was used to test a difference of 5% in success rate between two systems where the first system has 45% success rate, one would have to collect about 810 calls per system to identify a statistically significant difference at 95% confidence level. If the tested difference was two times smaller, one would need approximately 4 times more dialogues. While collecting such large numbers of calls in controlled tests has numerous practical problems, it would be achievable with AMT workers by simply extending the trial period.

Overall, it appears that crowdsourcing provides an effective method of rapidly testing spoken dialogue systems at modest cost. Nevertheless, one should keep in mind that the workers are not the “true real users”, as the workers are paid. The ultimate goal should be to design and deploy such dialogue systems that they would be used by people genuinely interested in the service and to reach a volume of calls that would allow to experiment with different techniques.
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