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1. Introduction

In this paper we investigate speech recognition performance of systems employing several accent-specific recognisers in parallel for the simultaneous recognition of multiple accents. We compare these systems with oracle systems, in which test utterances are presented to matching accent-specific recognisers, and with accent-independent systems, in which acoustic and language model training data are pooled. Our investigation is based on Afrikaans (AE), Black (BE) and White (EE) accents of South African English. We find that, when accent is classified on a per-utterance basis, parallel systems outperform oracle systems for the AE+EE accent pair while the opposite is observed for BE+EE. When accent identification is carried out on a per-speaker basis, oracle or better performance is obtained for both accent pairs. Furthermore, parallel systems based on multi-accent acoustic modelling, which allows selective cross-accent sharing of acoustic training data, outperform parallel systems using accent-specific acoustic models. The former also yields better performance than accent-independent recognition, which uses pooled acoustic and language models.

Index Terms: multi-accent speech recognition, parallel recognition, accent identification, South African English accents
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2. Accents of English in South Africa

A total of five varieties of SAE are recognised in the literature [2]. Apart from the three aforementioned accents, these include Cape Flats English (CE) and Indian South African English (IE). In the following we briefly discuss AE, BE and EE.

English was originally brought to South Africa by British occupying forces at the end of the 18th century. White South African English (EE) refers to the first language English spoken by White South Africans, chiefly of British descent. In the literature, the influence of Afrikaans on White South African English is noted as an important feature [2]. Afrikaans English (AE) refers to the accent used by second language White South African English speakers of Afrikaans descent. Afrikaans is a Germanic language with its origins in 17th century Dutch brought to South Africa by settlers from the Netherlands. Although its vocabulary still has a predominantly Dutch origin, Afrikaans has been influenced by several languages including Malay, Portuguese and the Bantu and Khoisan languages. Black South African English (BE) refers to the English variety spoken by non-mother-tongue Black South Africans. Of the South African population, 77.8% are considered Black Africans who employ one of the nine official indigenous African languages as a first language [1]. Speech recognition in this accent is therefore particularly important in the South African context.

![Figure 1: Average Bhattacharyya distances between Afrikaans English (AE), Black South African English (BE) and White South African English (EE).](image)

To obtain some initial intuition regarding the relative similarity of the three accents, we used the Bhattacharyya distance which gives a measure of similarity between two PDFs [3]. Three-state single-mixture monophone HMMs were trained for each accent and the average of the three distances between
HMM states was calculated to obtain a measure of between-accent similarity for a particular monophone. The average distance between corresponding monophones was subsequently determined to obtain a figure indicating the similarity of two accents. For the AE, BE and EE accents of SAE, these distances are shown to scale in Figure 1. It is clear that AE+EE represents a pair of relatively similar accents while BE+EE represents a pair of relatively different accents.

3. Related research

When simultaneously recognising multiple accents, one approach is to explicitly precede accent-specific speech recognition with accent identification (AID) [4]. Two alternatives to this approach are described by Chengalvarayan [5]. The first is a system where a bank of accent-specific recognisers is run in parallel and the output with the highest associated likelihood is selected. AID is thus performed implicitly during recognition. The second alternative is to train a single model set by pooling data across accents. For recognition of American, Australian and British English, the latter showed the best performance in [5]. In [6], recognition of non-native English from six European countries was considered. Identification followed by recognition gave comparable performance to an oracle system, but both were outperformed by a pooled system.

4. Speech databases

4.1. Training and test sets

Our experiments were based on the African Speech Technology (AST) databases [7]. The databases consist of annotated telephone speech recorded over both mobile and fixed telephone networks and contain a mix of read and spontaneous speech. As part of the AST Project, five English accented speech databases were compiled, corresponding to the five South African accents of English described in Section 2. In this research we made use of only the AE, BE and EE databases. These three databases were each divided into training, development and evaluation sets. As indicated in Tables 1 and 2 the training sets each contain between 5.5 and 7 hours of speech from approximately 250 speakers, while the evaluation sets contain approximately 25 minutes from 20 speakers for each accent. The development sets were used only for the optimisation of the recognition parameters before final testing on the evaluation data. For the development and evaluation sets, the ratio of male to female speakers is approximately equal and all sets contain utterances from both land-line and mobile phones. There is no speaker-overlap between any of the sets. The average length of a test utterance is approximately 2 seconds.

4.2. Language models and pronunciation dictionaries

Using the SRILM toolkit [8], separate accent-specific word backoff bigram [9] language models (LMs) were trained for each accent individually from the corresponding training set transcriptions. Additionally, AE+EE and BE+EE accent-independent bigram LMs were trained by combining the training set transcriptions of the two accents involved prior to training. This was done in order to investigate the effect of the LMs on recognition accuracy. Absolute discounting was used for the estimation of LM probabilities [10] and LM perplexities are shown in Table 3. The matched LM refers to the accent-specific LM corresponding to the accent under evaluation.

For the experiments in which accent-specific LMs were used, separate pronunciation dictionaries were obtained for each accent individually from the corresponding word and phone level training set transcriptions. For recognition experiments where the accent-independent LMs were employed, the accent-specific dictionaries were pooled. Out-of-vocabulary rates are below 7% for the BE and below 5% for the AE and EE evaluation sets.

5. Experimental methodology

5.1. General setup

Speech recognition systems were developed using the HTK tools [11]. Speech audio data were parameterised as 13 Mel-frequency cepstral coefficients (MFCCs) with their first and second order derivatives to obtain 39 dimensional feature vectors. Cepstral mean normalisation was applied on a per-utterance basis. The parameterised training sets were used to obtain three-state left-to-right single-mixture monophone HMMs with diagonal covariance matrices using embedded Baum-Welch re-estimation. These monophone models were then cloned and re-estimated to obtain initial cross-word triphone models which were subsequently clustered using decision-tree state clustering [12]. Clustering was followed by a further five iterations of re-estimation. Finally, the number of Gaussian mixtures per state was gradually increased, each increase being followed by a further five iterations of re-estimation, yielding diagonal-covariance cross-word triphone HMMs with three states per model and eight Gaussian mixtures per state.

5.2. Acoustic modelling

When performing multi-accent speech recognition by running several accent-specific recognisers in parallel, different approaches can be followed to acquire the accent-specific acoustic models. In this paper we consider two alternatives. The
same approaches have been previously applied to acoustic modelling of AE and EE [13] and to multilingual acoustic modelling [14], while similar approaches were adopted in [15] and [16]. The two approaches are distinguished by different methods of decision-tree state clustering:

1. Accent-Specific Acoustic Modelling: Separate accent-specific acoustic models are obtained by not allowing any sharing of data between accents. Separate decision-trees are grown for each accent and the clustering process employs only questions relating to phonetic context.

2. Multi-Accent Acoustic Modelling: A single set of decision-trees is grown for all accents. In this case the decision-tree questions take into account not only the phonetic context, but also the accent of the basephone. Tying across accents can thus occur when triphone states are similar, while separate modelling of the same triphone state from different accents can be performed when there are differences.

In addition, we also considered Accent-Independent Acoustic Modelling in which a single accent-independent model set is obtained by pooling accent-specific data across accents for phones with the same IPA classification. A single set of decision-trees is constructed for all accents and the clustering process employs only questions relating to phonetic context. Such pooled models are often employed in multi-accents ASR (e.g. [5] and [6]) and therefore represent an important baseline.

5.3. System configuration, evaluation and objectives

By running two accent-specific recognisers in parallel and selecting the output with the highest associated likelihood, we performed speech recognition experiments for the AE+EE and BE+EE pairs. The selection of the highest scoring result can be done independently for each utterance, leading to per-utterance AID, or for each speaker, leading to per-speaker AID. The three acoustic modelling approaches described in Section 5.2 were used in combination with both the accent-specific and accent-independent LMs described in Section 4.2, resulting in six different system configurations for each of the two accent pairs. As a further benchmark, we compare the performance of these systems to those of oracle systems in which each test utterance is presented only to the correct accent-specific recogniser. In each case the oracle system used the same acoustic and language models as the system it was compared to.

The parallel recognition systems perform AID implicitly and these accuracies can also be measured. One of the chief aims of our investigation was to determine the degree of performance degradation caused by accent misclassifications when running accent-specific recognition systems in parallel. By performing these experiments in pairs, we are considering one scenario where accents are quite similar (AE+EE) and a second scenario where accents are relatively different (BE+EE). This serves as motivation for considering these two accent pairs.

6. Experimental results

Several speech recognition systems were developed using the combination of the AE and EE as well as of the BE and EE training sets described in Section 4.1. For each configuration the development set was used to optimise the likelihood thresholds used for decision-tree clustering as well as the word insertion penalties and LM scaling factors used during recognition. Table 4 shows the average word recognition and per-utterance AID accuracies measured on the evaluation sets when performing speech recognition using the systems described in Section 5.3. Because a single recogniser is used for the systems employing both accent-independent acoustic and language models, identical results are obtained for the oracle and parallel tests. AID is not performed by these fully accent-independent systems.

The results in Table 4 show consistently superior performance for the systems employing accent-independent LMs compared to those employing accent-specific LMs. This is not only the case for recognition, but also for AID. Table 3 shows that the perplexities measured on the evaluation sets are also in all cases higher for the accent-specific LMs than for the accent-independent LMs. This is attributed to the very small amount of data available for LM training (Table 1). We therefore focus on systems using accent-independent LMs in the following comparison of the oracle and parallel recognition tests, although the accent-specific LM systems show similar trends. Although even the accent-independent LMs may be considered poorly trained, they are common to all recognition systems. Hence, the accent-specific recognition systems used in the parallel recognition approaches are distinguished solely by their acoustic models.

For the AE+EE systems using accent-independent LMs, the parallel systems employing accent-specific and multi-accents acoustic models show small improvements over the corresponding oracle systems. These improvements have been calculated to be statistically significant at the 93% and 79% confidence levels for the two approaches respectively. Although the improvements are small, it is noteworthy that accent misclassifications do not lead to deteriorated system performance. Instead, the misclassifications improve overall recognition performance indicating that some test utterances are better matched to the acoustic models of the other accent. In contrast we observe deteriorated performance for the BE+EE pair when using a parallel recognition approach with the accent-independent LM. The superior performance of the BE+EE oracle systems is statistically significant at the 99% level for both the accent-specific and multi-accents acoustic modelling approaches. The results also indicate that the recognition performance of the multi-accents acoustic models is better than that achieved using accent-specific and accent-independent acoustic models for both accent pairs. The extent of these improvements depends on the accents involved and the recognition scenario (oracle or parallel), and confidence levels vary between 60% and 94%.

The performance of AE+EE systems when applying per-
Table 5: Performance of AE+EE oracle and parallel recognition systems when applying per-speaker AID. Word recognition accuracies (%) and per-utterance AID (%) are given for systems employing the accent-independent LM.

<table>
<thead>
<tr>
<th>Model set</th>
<th>Oracle</th>
<th>Parallel</th>
<th>AID</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accent-specific</td>
<td>82.62</td>
<td>82.74</td>
<td>91.95</td>
</tr>
<tr>
<td>Multi-accent</td>
<td>83.15</td>
<td>83.19</td>
<td>94.75</td>
</tr>
</tbody>
</table>

speaker AID is shown in Table 5, where the oracle results are unchanged from Table 4. A comparison between these two tables shows that, although per-speaker AID improves identification accuracy, it leads to slightly deteriorated recognition performance. These, however, are still marginally higher than those achieved by the oracle systems. For BE+EE systems, on the other hand, per-speaker AID leads to perfect accent identification for both acoustic modelling approaches. Hence the BE+EE systems employing per-speaker AID achieve the performance of the oracle systems as indicated in Table 4, which represents an improvement over the per-utterance AID results.

7. Discussion

Our results indicate that the observed improvement or degradation in recognition performance of multiple parallel accent-specific systems relative to an oracle system depends on the similarity of the accents involved. A surprising conclusion from our experimental evaluation is that superior AID prior to accent-specific speech recognition does not necessarily lead to superior speech recognition accuracy. Furthermore, from our comparison of acoustic modelling approaches it is apparent that in both cases it is better to employ parallel speech recognisers with multi-accent acoustic models than to pool the acoustic training data of the accent pair and use the resulting accent-independent acoustic models. Finally, our experiments considering per-speaker AID indicate that, for both accent pairs, per-speaker AID yields oracle or better performance. Whether per-speaker AID can be employed will be determined by the practical speech recognition setup.

8. Summary and conclusions

We have evaluated the speech recognition performance of systems employing parallel accent-specific recognisers for three varieties of South African English (SAE). In order to determine the effect of misclassifications in the accent identification (AID) process that occurs implicitly during parallel recognition, the performance of these systems was compared with the performance of oracle systems in which test utterances are presented to matching accent-specific recognisers. The performance of parallel recognition systems was also compared with accent-independent speech recognition achieved by pooling acoustic and language model training data. Modelling of Afrikaans (AE), Black (BE) and White (EE) accented SAE was considered in two pairs: AE+EE and BE+EE. The former represents a relatively similar accent pair while the latter pair is relatively dissimilar. Speech recognition experiments demonstrated that, despite AID errors, parallel systems performing implicit per-utterance AID outperformed oracle systems for the AE+EE configuration. This was not the case for the BE+EE accent pair. However, parallel systems based on per-speaker AID showed oracle or better speech recognition performance for both accent pairs. We conclude that AID errors made during parallel recognition do not necessarily lead to deteriorated speech recognition accuracy and may in fact lead to improvements. Furthermore, we speculate that such improvements are possible for similar accents but less likely for accents that differ strongly from each other. Of the three acoustic modelling approaches considered, multi-accent modelling, which supports selective cross-accent sharing of acoustic training data, yields superior or comparable performance to the other two approaches. Finally, parallel systems employing multi-accent acoustic models outperformed systems employing accent-independent acoustic models obtained by cross-accent pooling of acoustic and language model training data. Future work includes considering recognition of all five accents of SAE.
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