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Abstract

This paper presents a method to produce a new vowel by articulatory control in hidden Markov model (HMM) based parametric speech synthesis. A multiple regression HMM (MRHMM) is adopted to model the distribution of acoustic features, with articulatory features used as external auxiliary variables. The dependency between acoustic and articulatory features is modelled by a group of linear transforms that are either estimated context-dependently or determined by the distribution of articulatory features. Vowel identity is removed from the set of context features used to ensure compatibility between the context-dependent model parameters and the articulatory features of a new vowel. At synthesis time, acoustic features are predicted according to the input articulatory features as well as context information. With an appropriate articulatory feature sequence, a new vowel can be generated even when it does not exist in the training set. Experimental results show this method is effective in creating the English vowel /\alpha/ by articulatory control without using any acoustic samples of this vowel.

Index Terms: Speech synthesis, articulatory features, multiple-regression hidden Markov model

1. Introduction

Hidden Markov model (HMM)-based parametric speech synthesis has become a mainstream speech synthesis method in recent years [1, 2]. This method is able to synthesise highly intelligible and smooth speech sounds [3, 4]. In addition, it makes speech synthesis far more flexible compared to the conventional unit selection and waveform concatenation approach. Several adaptation and interpolation methods have been applied to control model parameters and so diversify the characteristics of the generated speech [5, 6, 7]. However, this flexibility relies upon data-driven machine learning algorithms and it is difficult to integrate phonetic knowledge into the system directly when corresponding training data is not available. In previous work, we have proposed a method to improve the flexibility of HMM-based parametric speech synthesis further by integrating articulatory features [8, 9]. Here, we use “articulatory features” to refer to the continuous movements of a group of speech articulators, such as the tongue, jaw, lips and velum, recorded by human articulography techniques. In this method, a unified acoustic-articulatory HMM is trained. The dependency between acoustic and articulatory features is modelled by a group of linear transforms which are either trained and tied context-dependently [8] or switched in the articulatory feature space [9]. During synthesis, the characteristics of the synthetic speech can be controlled flexibly by modifying the generated articulatory features according to phonetic rules. Experimental results have shown the effectiveness of this method in controlling the overall character of synthesised speech as well as the quality of a specific vowel [8, 9].

In this paper, we apply this method of articulatory control to the task of vowel creation in HMM-based parametric speech synthesis. In this task, the target vowel to be created does not occur in the training set, but its phonetic characteristics are known beforehand. We aim to produce this target vowel effectively at synthesis time once appropriate articulatory representations are provided. This is potentially useful for applications such as speech synthesis for limited resource languages, cross-language speaker adaptation, and so on. In our previous approach, articulatory features are treated as HMM observation vectors on which the acoustic features depend. In contrast, in this paper we treat the articulatory features as external explanatory variables for the mean vectors of Gaussians. Thus, we can integrate other forms of articulatory prediction model that are simpler to control than with the HMM itself. This model is called a “multiple regression HMM” (MRHMM). Our feature-space transform tying strategy [9] is also applied here, and we compare this with the context-dependent transform tying on the vowel creation task. Furthermore, we remove vowel identity from the set of context features used during context-dependent model training in order to ensure compatibility between the estimated model parameters and the articulatory features of a new target vowel at synthesis time.

This paper is organised as follows. Section 3 describes our proposed method in detail. Section 4 presents the results of our experiments and Section 5 summarises our conclusions.

2. Methods

2.1. MRHMM-based parametric speech synthesis

The MRHMM was initially proposed for automatic speech recognition (ASR). The aim is to improve the accuracy of acoustic modelling by introducing auxiliary features that are correlated with the acoustic features [10]. The MRHMM has also been applied to HMM-based parametric speech synthesis, with sentence-level “speech style” vectors as the explana-
between the articulatory features and the F0 features is not considered. The regression matrix for state \( q_t \) in the MRHMM is context-dependent. In previous work \cite{9}, we have proposed a feature-space transform tying method to take into account the effect of articulatory features in determining the transform matrices for the unified acoustic-articulatory modelling. This method improved the controllability on synthetic speech when manipulating articulatory features at synthesis time \cite{9}. The same issues apply to the MRHMM-based speech synthesis method introduced in Section 2.1 when attempting the vowel creation task. When solving (3), the articulatory features \( y_j \) of the new vowel may conflict with the transform matrix \( A_j \) which could be estimated using the training samples of other vowels. Therefore, we also apply the feature-space transform tying method in this paper, to create a model that we term a feature-space-switched MRHMM. A GMM model \( \lambda^{(G)} \) containing \( M \) mixture components is trained in advance using only the articulatory stream of the training data to obtain \( M \) clusters in the articulatory space. Then, the regression matrices are trained for each mixture component of \( \lambda^{(G)} \) instead of for each state of the MRHMM. Mathematically, we rewrite (2) as

\[
b_j(x_t, y_t) = \sum_{k=1}^{M} \frac{1}{\sqrt{2\pi}\Sigma_k} e^{-\frac{1}{2}(y_t - \mu_k)^\top \Sigma_k^{-1} (y_t - \mu_k)} \sum_{m=1}^{N} P(x_t, m_k = k, \lambda^{(G)}),
\]

where \( m_t \) denotes the mixture component index of \( \lambda^{(G)} \) for the articulatory feature vector at frame \( t \). The HMM state sequence \( q \) and the GMM mixture sequence \( m = \{m_1, m_2, ..., m_N\} \) are reasonably assumed to be independent of each other, so that

\[
P(m_t = k | y_t, q_t = j, \lambda^{(G)}) = P(m_t = k | y_t, \lambda^{(G)}) = \zeta_k(t).
\]

For each Gaussian mixture, the dependency between the acoustic features and the articulatory features is described by

\[
P(x_t | y_t, q_t = j, m_t = k, \lambda^{(G)}) = N(x_t; A_k \xi_t + \mu_{q_t}, \Sigma_{q_t}),
\]

where \( A_k \in \mathbb{R}^{D_X \times (D_Y+1)} \) is the regression matrix for the \( k \)-th mixture of \( \lambda^{(G)} \). The parameter set \( \{A_k, \mu, \Sigma\} \) is estimated using the EM algorithm by maximising \( P(X | \lambda, Y) \). The detailed formulae are similar to those introduced in \cite{9} and so are omitted here.

At synthesis time, acoustic features are generated following the maximum output probability criterion \cite{2}. For the purpose of simplification, only the optimal HMM state sequence is considered. First, this optimal state sequence \( q^* = \{q^*_1, q^*_2, ..., q^*_T\} \) is determined using the training duration distributions \cite{1}. Given auxiliary feature sequence \( Y \), the optimal acoustic feature sequence \( X^* \) is generated by maximising

\[
P(X | \lambda, Y, q^*) = \prod_{t=1}^{T} N(x_t; A_{q_t} \xi_t + \mu_{q_t}, \Sigma_{q_t}).
\]

This is the conventional parameter generation problem \cite{2}. The only difference is that the mean vector at each frame is calculated as \( A_{q_t} \xi_t + \mu_{q_t} \) instead of \( \mu_{q_t} \).

In the vowel creation task, the articulatory-phonetic characteristics of the target vowel, such as tongue position and similarity with other vowels, are assumed to be known. They are also included in the context features and the question set for training context-dependent models with decision-tree-based clustering.

\[
Y \text{ in (3) contains the articulatory representations of the target vowel and we expect to generate the acoustic features of this vowel by solving (3) at synthesis time.}
\]

### 2.2. Feature-space-switched MRHMM

As shown in (2), the regression matrix \( A_j \) in the conventional MRHMM is context-dependent. In previous work \cite{9}, we have proposed a feature-space transform tying method to take into account the effect of articulatory features in determining the transform matrices for the unified acoustic-articulatory modelling. This method improved the controllability on synthetic speech when manipulating articulatory features at synthesis time \cite{9}. The same issues apply to the MRHMM-based speech synthesis method introduced in Section 2.1 when attempting the vowel creation task. When solving (3), the articulatory features \( y_j \) of the new vowel may conflict with the transform matrix \( A_j \) which could be estimated using the training samples of other vowels. Therefore, we also apply the feature-space transform tying method in this paper, to create a model that we term a feature-space-switched MRHMM. A GMM model \( \lambda^{(G)} \) containing \( M \) mixture components is trained in advance using only the articulatory stream of the training data to obtain \( M \) clusters in the articulatory space. Then, the regression matrices are trained for each mixture component of \( \lambda^{(G)} \) instead of for each state of the MRHMM. Mathematically, we rewrite (2) as

\[
b_j(x_t, y_t) = \sum_{k=1}^{M} P(x_t, m_k = k | y_t, q_t = j, \lambda^{(G)}),
\]

where \( m_t \) denotes the mixture component index of \( \lambda^{(G)} \) for the articulatory feature vector at frame \( t \). The HMM state sequence \( q \) and the GMM mixture sequence \( m = \{m_1, m_2, ..., m_N\} \) are reasonably assumed to be independent of each other, so that

\[
P(m_t = k | y_t, q_t = j, \lambda^{(G)}) = P(m_t = k | y_t, \lambda^{(G)}) = \zeta_k(t).
\]

For each Gaussian mixture, the dependency between the acoustic features and the articulatory features is described by

\[
P(x_t | y_t, q_t = j, m_t = k, \lambda^{(G)}) = N(x_t; A_k \xi_t + \mu_{q_t}, \Sigma_{q_t}),
\]

where \( A_k \in \mathbb{R}^{D_X \times (D_Y+1)} \) is the regression matrix for the \( k \)-th mixture of \( \lambda^{(G)} \). The parameter set \( \{A_k, \mu, \Sigma\} \) is estimated using the EM algorithm by maximising \( P(X | \lambda, Y) \). The detailed formulae are similar to those introduced in \cite{9} and so are omitted here.

At synthesis time, the parameter generation criterion in (3) is modified to

\[
P(X | \lambda, Y, q^*) = \prod_{t=1}^{T} \sum_{k=1}^{M} \zeta_k(t) N(x_t; A_k \xi_t + \mu_{q_t}, \Sigma_{q_t}),
\]

where \( \zeta_k(t) \) is calculated based on the given articulatory features \( Y \). This is a parameter generation problem with mixtures of Gaussians at each frame. It can be solved by either considering only the optimal mixture sequence or by using an EM-based iterative estimation method \cite{2}.
Arameters 2.3. Context feature tailoring

In the MRHMM-based speech synthesis method, the model parameters \( A_j, \mu_j, \text{ and } \Sigma_j \) in (2) are trained context-dependently. To reconstruct speech signals more accurately, the context features describing each phone commonly consist of detailed segmental and suprasegmental information, such as current and surrounding phone identifiers, prosodic boundaries, stress and accent positions, part of speech, and so on. In the vowel creation task, no training samples of the target vowel are available however. At synthesis time, the model parameters \( A_j, \mu_j, \text{ and } \Sigma_j \) determined by the context features of the target vowel are actually estimated using the samples of other phones. Therefore, these model parameters may be incompatible with the input articulatory features of the target vowel which are phone-dependent and are unseen at training time. In the feature-space-switched MRHMM method described in Section 2.2, the regression matrices are not context-dependent but assigned according to the posterior probability of each frame in the articulatory feature space. However, the \( \mu_j \) and \( \Sigma_j \) in (7) are still context-dependent. In order to ensure the compatibility between the context-dependent model parameters and the input articulatory features in the vowel creation task, the vowel identity feature is removed from the set of context features during MRHMM training. This “context feature tailoring” method is expected to improve the generalisation property of the trained model parameters for unseen vowels, and we compare the use of this method with the standard use of full context features in our experiments.

3. Experiments
3.1. Experimental conditions

We used the same multi-channel articulatory database as we used in our previous work [8, 9] for the experiments in this paper. It contains acoustic waveforms recorded concurrently with EMA data using a Carstens AG500 electromagnetic articulograph [12]. Around 1300 phonetically balanced sentences were read by a male British English speaker. The waveforms were in 16kHz PCM format with 16 bit precision. Six EMA sensors were placed at the tongue dorsum (T3), tongue body (T2), tongue tip (T1), lower lip (LL), upper lip (UL), and lower incisor (LI) of the speaker. Each sensor recorded spatial location in 3 dimensions at a 200Hz sample rate: coordinates on the x- (front to back), y- (bottom to top) and z- (left to right) axes (relative to the speaker’s face from the front). Only the x- and y-coordinates of the six sensors were used in our experiments because the movements in the z-axis were relatively small. There were a total of 12 static articulatory features at each frame. The static acoustic features were composed of F0 and 40-order frequency-warped line spectral pairs (LSPs) [4] plus an extra gain dimension, which were derived using the difference between the performance of the STD-F and STD-T systems were trained following the conventional HMM-based parametric speech synthesis approach [1]. The difference between these two systems was that vowel identity was removed from the context features in the STD-T system. The number of regression matrices in the MR-FC, MR-TC, and MR-TF systems was set to 65, 65, and 64 respectively.

3.2. Objective evaluation

We randomly selected 50 sentences from the remaining 454 sentences which contain instances of vowel /a/ to form a test set. These sentences were synthesised using the five systems listed in Table 1. The LSPs were generated using state durations derived from state alignment against the natural speech performed using each system. Natural articulatory recordings were used as the input for the MR-FC, MR-TC, and MR-TF systems at synthesis time. LSP root mean squared error (RMSE) for different types of phone was calculated and these are shown in Fig. 1.2

From this figure, we see that the STD-F system had much higher LSP RMSE for /a/ than for the other vowels and consonants, because no samples for /a/ were available during training. Once the MRHMM-based speech synthesis method was applied and the natural articulatory features were available at synthesis time, the MR-FC system could achieve much lower LSP RMSEs than the STD-F system, especially for the new vowel /a/. Comparing the context feature tailoring method with using standard full context features, the STD-T system was worse than the STD-F system, while the MR-TC system had better prediction accuracy than the MR-FC system for the vowel /a/. In fact, the LSP RMSE on the /a/ vowel for system MR-TC is not higher than that of the STD-F system on the other vowels. The feature-space-switched MRHMM modelling can further improve the prediction accuracy slightly. However, the difference between the performance of the MR-TC and MR-

---

2Some examples of the synthetic speech can be found at http://staff.ustc.edu.cn/~zhling/VowCreIS2012/demo.html.
Our future work.

is capable of integrating phonetic knowledge to generate articulatory
from the HMM-based articulatory prediction model [14].

sentences were not available, the articulatory features generated
in the training set. Therefore, an articulatory prediction method that
expect the articulatory-acoustic features of target vowel to be available
with full context features. In practical scenarios, however, we would not
respect the context-dependent model parameters and unseen articu-
laratory features of new vowel. Our experiment on producing the
English vowel /a/ has shown the effectiveness of our method.

3.3. Subjective evaluation

We also carried out a vowel identity perception test to further
evaluate the effectiveness of creating the target /æ/ vowel. Five
monosyllabic words (“but”, “hum”, “puck”, “tun”, “dud”) contain-
ing the /æ/ vowel were selected and embedded within a car-
rrier sentence “Now we’ll say ... again”. These sentences were
synthesised using the STD-F system and the MR-TF system
respectively. Because natural articulatory recordings of these
sentences were not available, the articulatory features generated
from the HMM-based articulatory prediction model [14] were
adopted for the MR-TF system. For the purpose of comparison,
we substituted the vowel /æ/ in the five monosyllabic words
with /e/, /s/, /æ/, and /ɪ/ and then synthesised the respective test
sentences using the STD-F system. Thus, we created twenty-
five stimuli for the vowel identity perception test. Thirty-two
native English listeners were asked to listen to these stimuli and
to write down the key word in the carrier sentence they heard.
Then, we calculated the percentages for how the vowels were
perceived. These results are shown in Fig. 2. We see that only
35% of the synthesised vowels /æ/ were perceived correctly us-
ing the STD-F system, due to the lack of acoustic training sam-
ples for this vowel. This percentage is above chance level be-
cause the state models used here to synthesise vowels /æ/ may
be estimated using the acoustic features of the vowels which
have similar pronunciation to /æ/ due to the decision-tree-based
model clustering. Using the MR-TF system and the gener-
ated articulatory features, this percentage increased to 66.25%,
which is close to the perception accuracy of synthesising vowel
/s/ (68.75%) and /ɪ/ (66.25%) using the STD-F system.

4. Conclusions

An MRHMM-based speech synthesis method has been pre-
icted in this paper for creating a new vowel without acous-
tic training instances, but using articulatory representations at
synthesis time instead. In this method, articulatory features are
combined with context information to determine the distribu-
tion of acoustic features at each frame. A method for feature-
space regression matrix switching and a strategy of context fea-
ture tailoring have been introduced to ensure compatibility be-
tween context-dependent model parameters and unseen articu-
laratory features of new vowel. Our experiment on producing the
English vowel /æ/ has shown the effectiveness of our method.
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