Estimating the voice source in noise
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Abstract

Estimation of the glottal source has applications in many areas of speech processing. Therefore, a noise-robust automatic source estimation algorithm is proposed in this paper. The source signal is estimated using a codebook search approach. The glottal area waveforms extracted from high-speed recordings of the glottis is converted to the glottal flow signals in order to evaluate the performance of the proposed source estimation algorithm. Results in clean and noisy conditions, on average, show that the proposed algorithm provides more accurate estimation than the software toolkit Aparat [1] as well as an earlier approach [2].
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1. Introduction

The voice source signal provides the excitation to the speech production system. The study of the voice source is important to many speech research disciplines, such as speech synthesis, voice quality analysis, and clinical assessment.

Many models have been proposed to represent the voice source, such as Rosenberg [3], Liljencrants-Fant (LF) [4], and Fujisaki-Ljungqvist [5] models. In our early study [6], LF model was used for source estimation. Some inconsistencies exist between the open quotient (OQ) estimated from the acoustic signal and OQ measured from high-speed imaging of the vocal folds, suggesting that a modification of the LF model may be necessary for accurately modeling the observed vibration of the vocal folds. A new source model was then proposed based on high-speed imaging of the larynx [2] in order to provide greater glottal pulse shape flexibility than the LF model. Results showed that the proposed model provided more accurate source estimation than LF model.

According to the linear speech production model [7], speech signals are generated by filtering the voice source by the vocal tract transfer function (VTTF). Generally, there are two types of approaches in source estimation. The first method relies on estimating the VTTF explicitly and then uses it to inverse-filter the speech signal. The residual signal obtained from inverse filtering is then fitted by a source model [8, 9, 10]. Inverse filtering typically requires estimating the formant frequencies explicitly. However, the widely used LPC-based formant trackers are known to be inaccurate for high-pitched phonations. Estimating the formant frequencies in noisy conditions remains far from robust. The inaccuracy in VTTF estimation would lead to inevitable inaccuracy in the source. In the second approach of source estimation, the voice source and the VTTF are estimated jointly and iteratively [11, 10], where the source estimation error due to the inaccurate VTTF estimation is compensated by searching a wide range of source-filter combinations. Synthesized speech and electrolaryngograph (EGG) signals recorded from natural speech have been used as references to evaluate the source estimation algorithms. However, the EGG signal is directly related to the contact area to the vocal folds, and thus does not provide an accurate shape of the glottal source signal.

In a recent study [2], glottal area waveforms obtained from high-speed recordings of the vocal folds were used as the reference to evaluate the source estimation algorithm. In that study, the glottal area was assumed to represent the glottal flow. However, since the production of glottal flow involves the interaction between the lung pressure and the glottal area function [12] as well as the interaction between the glottal area and the vocal tract system [13], the glottal area does not fully represent the glottal flow (e.g., the glottal flow pulse has a notable skewing rightward in time [14, 15]). The relationship between the glottal area and the glottal flow signal was quantitatively modeled using the three-mass vocal fold model in [16, 17]. In this paper, the glottal area obtained from high-speed imaging is converted to glottal flow using the three-mass model. The resultant glottal flow signal is used as the reference source signal to evaluate the accuracy of the proposed source estimation algorithm.

The source estimation method in [2] required estimating formant information. LPC-based formant estimators remain far from robust in noisy conditions, while manually-derived formants are impractical in applications. In this paper, a noise-robust automatic source estimation algorithm is proposed. This algorithm does not rely on explicitly estimating the formant frequencies to inverse-filter the speech signal. The source signal is estimated using a codebook search approach, and the method is a modified version of [2].

2. Data

The data used in this study are the same as those used in [2]. A brief summary of the data is as follows. Synchronous audio and high-speed video recordings of the vocal folds were collected from six subjects, three females and three males. None of the subjects had a history of voice disorders. Speakers were asked to sustain the vowel /i/ for approximately 10 seconds while holding voice quality, fundamental frequency ($F_0$), and loudness as steady as possible. Although the subjects were asked to produce the vowel /i/ for each recording, the vowel qualities were somewhat close to /æ/ or /ə/ due to the positioning of the laryngoscope. Manually measured formant frequencies were documented in [18]. Across tokens, speakers were asked to vary their $F_0$ (low, normal, and high) and voice quality (pressed, nor-
mal, and breathy) quasi-orthogonally, resulting in nine recordings from each speakers. Details of \( F_0 \) values for each speaker can be found in [18]. For each recording, one second samples of audio and video were retained from the most stable sections for analysis. Gaussian white noise was also added to the audio signal to test the robustness of the source estimation algorithm. Three SNR levels were used: 20dB, 10dB, and 5dB.

High-speed imaging of the vocal folds were recorded at 3000 frames/second at a resolution of 512×512 pixels using a FASTCAM-ultima APX camera (Photron Ltd., San Diego). The glottal area was extracted from the first 150 image frames of each high-speed recording using a series of edge-detection and region-growing algorithms. The algorithm parameters were manually adjusted and glottal area segmentation was visually examined for each image to ensure accuracy. A detailed description of the algorithm can be found in [18]. Each cycle of the glottal area waveform was marked by locating the first instant of glottal opening, when glottal closure was complete. When the glottis did not close completely, the minimum glottal area points were recorded. The glottal area waveform was averaged across the glottal cycles to produce a single-cycle waveform which was representative of the 150 frames (50 ms) analyzed for that utterance. In order to evaluate the proposed source estimation method, the OQ was calculated from the averaged glottal area waveform as the time from the first opening instant to the onset of maximum closure (or minimum area), divided by cycle duration.

3. Method

3.1. Area to flow conversion

The glottal area extracted from high-speed images was converted to glottal flow by using the Matlab toolkit LeTalker [19]. LeTalker is a Matlab GUI version of the three-mass vocal fold model originally published in [16] and updated in [17]. Parameters such as muscle activation level and respiratory pressure can be specified as inputs to calculate the glottal area, the glottal flow, and the resultant speech signal. Both subglottal and supraglottal (vocal tract) systems are included to simulate their interactions with the vocal folds. In this work, the vocal tract shape was set to that of the vowel /i/ according to vocal tract area functions reported in [20] and all the other parameters were set to the default values in LeTalker when converting the glottal area to glottal flow.

Figure 1 shows an example of the glottal area extracted from high-speed recording and the resultant glottal flow calculated from LeTalker. As expected, due to the inertia of the air column [15], the glottal flow pulse is notably skewed rightward in time, as noted by previous researchers [14, 15].

3.2. The modified source model

The proposed model is a modified version of that proposed in [2]. The model has five parameters: the fundamental period \( T_0 \), open quotient \( (OQ) \), asymmetry coefficient \( (\alpha) \), speed of the opening phase \( (S_{op}) \) and speed of the closing phase \( (S_{cp}) \). An example of a model waveform is shown in Figure 2. \( T_o \) and \( t_c \) are the durations of the opening and the closing phase, respectively. Details about the derivation of the model and the parameters can be found in [18].

Using the notation from this figure, \( OQ \) = \( \frac{t_o + t_c}{T_0} \), \( \alpha \) = \( \frac{S_{op}}{S_{cp}} \), \( S_{op} \) is the waveform amplitude at the bisect instant of the opening phase, and \( S_{cp} \) is the waveform amplitude at the bisect instant of the closing phase. With the exception of \( T_0 \), the four other parameters all range from 0 to 1.

Mathematically the proposed model \( u(t) \) is defined as:

\[
 u(t) = \begin{cases} 
 f(\frac{t}{T_0}, \lambda_{S_{op}}) & 0 \leq t \leq t_0 \\
 f(\frac{t - t_0}{t_c}, \lambda_{S_{cp}}) & t_0 < t \leq t_0 + t_c \\
 0 & t_0 + t_c < t \leq T_0 
\end{cases} 
\]  
(1)

where \( \lambda = 12 \cdot (0.5 - S) \)  
(2)

\[
 f(x, \lambda) = \frac{1}{\pi(e^{\lambda} + 1)} \left\{ e^{\lambda \sin(\pi x) - \pi \cos(\pi x)} + \pi \right\}  
\]  
(3)

\( \lambda \) is an intermediate slope parameter which controls the slopes of the waveform in the opening and the closing phase. \( \lambda_{S_{op}} \) and \( \lambda_{S_{cp}} \) are the \( \lambda \) values when \( S = S_{op} \) and \( S = S_{cp} \) respectively. As shown in the equations above, given the five input model parameters \( (T_0, OQ, \alpha, S_{op}, \text{and } S_{cp}) \), the intermediate slope parameter \( \lambda \) needs to be calculated in order to generate the output source waveform.

This modified model simplified the computational complexity of the model in [2] by redefining \( S_{op} \) and \( S_{cp} \) as amplitude domain measures. \( S_{op} \) and \( S_{cp} \) were originally defined as time domain measures in [2], where a time-consuming intermediate optimization step was required to calculate the slope parameter \( \lambda \) given \( S = S_{op} \) or \( S = S_{cp} \). By redefining the \( S_{op} \) and \( S_{cp} \) as amplitude domain measures in the modified model, an approximate trivial closed form solution of \( \lambda \) exists, as shown in Equation 2. The output source waveform can be calculated directly without the intermediate optimization step. The computation time of calculating the model waveform given the model parameters has been reduced by 90%, on average.

The model in [2] was derived from the glottal area data and was used for source estimation. In that study, the glottal area was assumed to represent the glottal flow, and the same glottal area data where the model was derived from was used to evaluate the source estimation algorithm. The modified model in
As in [2], two iterations of the search algorithm were used to reduce the computational complexity. The first iteration used a small codebook to search for the source parameters. The small codebook was generated by varying the \( Q_0 \) and \( \alpha \) in the following way: \( Q_0 \) from 0.4 to 1.0 with an increment of 0.1; \( \alpha \) from 0.5 to 0.9 with an increment of 0.1; \( S_{op} \) and \( S_{op} \) were set to a constant value of 0.5. This generated a source codebook with 35 entries. The source entry selected from the first iteration was used for finding the final source entry in the second iteration from a larger codebook. The larger codebook was generated by the following setting: \( Q_0 \) from 0.35 to 1.00 at an increment of 0.01, \( \alpha \) from 0.5 to 0.9 at an increment of 0.1, \( S_{op} \) from 0.4 to 0.6 at an increment of 0.1, and \( S_{op} \) from 0.4 to 0.6 at an increment of 0.1. Once the first iteration returned the codebook entry with \( Q_0 = Q_0 \) and \( \alpha = \alpha \), the second iteration searched part of the larger codebook with an \( Q_0 \) value within \([Q_0, 0.1, Q_0 + 0.1]\) and an \( \alpha \) value within \([\alpha_1 - 0.05, \alpha_1 + 0.05]\).

For each audio recording, the first 50 ms segment (corresponding to the first 150 frames of high-speed recording) was processed and the \( F_0 \) was extracted using the Straight algorithm [22] with 25 ms window size and 1 ms window shift. The \( F_0 \) was then averaged for the first 50 ms segment. The harmonic magnitudes were calculated based on the averaged \( F_0 \). A Hanning window consisting of 4 pitch periods was used to calculate the spectrum of the input signal. The harmonic magnitudes were calculated in the range of 0-2600 Hz. This range is associated with the number of harmonics that can be reliably estimated from the spectrum. The window step size was 10 ms and the source estimation procedure was performed for each window. The final source waveform and \( Q_0 \) were obtained by averaging across the estimated source waveforms and \( Q_0 \) values over the first 50 ms segment.

### 4. Results

For comparison, the software toolkit Aparat [1] was used as a reference to obtain inverse-filtered source signals using Iterative and Adaptive Inverse Filtering (IAIF) [23]. Parameters were manually adjusted to minimize ripples in the inverse-filtered time waveform. The first 50 ms of each audio recording were inverse filtered. The cycle boundaries of the resultant glottal flow signal were marked and an average waveform was obtained by averaging across the cycles.

Our previous source estimation approach [2] where formant frequencies were estimated from the Snack toolkit [24] was also used for comparison. The source model and the codebook in that study are also updated as described in Section 3.2.

**Table 1** shows the source estimation results in terms of Mean Square Error (MSE) between the estimated source waveform and the reference glottal flow waveform. Three estimation methods are shown: “Proposed” denoted the the method proposed in this paper, “Previous” denotes the estimation method in [2], and “Aparat” denotes manual inverse filtering using Aparat. Note that all the source waveforms are normalized both in time and amplitude for MSE calculation. Each waveform is 1000 samples in time with a maximum amplitude of 1 and a minimum amplitude of 0.

Under clean and 3 noise levels, the averaged MSE is lower for the proposed estimation algorithm than those of the previous approach and Aparat, on average. In clean condition, a statistical analysis shows that the differences in MSE among the three methods are not significant (\( p > 0.01 \)). The performance improvement comparing the proposed approach to the previous
5. Conclusions

This paper presents a new glottal flow model and a noise-robust source estimation method inspired by our earlier study [2]. The source signal is estimated using a codebook search approach. The glottal area extracted from high-speed images was converted to glottal flow to calibrate the proposed algorithm. Results in both clean and noisy conditions, on average, show that the proposed algorithm is robust in accurately estimating the glottal flow waveform. This study also provides an approach to explore the speech production chain by linking glottal area, glottal flow, and the acoustic speech signal.

Time-domain source models lack an effective way of modeling the incomplete glottal closure phenomenon, which has been shown to be an important physiological cue of voice production [25, 26]. Future work will include incorporating the incomplete glottal closure effect into the source modeling, as well as examining the effect of other noise types, for example babble noise.
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