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Abstract

The extended Baum-Welch (EBW) is the most popular algorithm for discriminative training of speech recognition acoustic models. The EBW algorithm is usually controlled with heuristic rules, which are used to determine the smoothing parameters of the algorithm. In this paper we propose a control method for EBW which is based on the optimization of an error measure over a small control set. The large vocabulary speech recognition experiments show this to have clear benefits over the heuristic control.
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1. Introduction

The most common algorithm for parameter estimation when performing discriminative training of speech recognition acoustic models is the extended Baum-Welch (EBW) algorithm [1]. It can be used with a wide variety of discriminative criteria. With proper heuristics, it is applicable even with the most complex acoustic models used for large vocabulary continuous speech recognition (LVCSR).

The use of EBW algorithm requires setting its smoothing or control parameters, so called D constants. The controlling of EBW has been studied rather extensively [2, 3, 4], but the theoretical considerations have been unable to give effective rules for setting the EBW constants. Instead, heuristic rules are used. The first methods used the validity of Gaussian covariances as the criterion to set either one global constant for all the Gaussians in the acoustic model, or phone-specific constants [5] to improve the convergence rate of the algorithm. Later Woodland and Povey [1] revised the heuristics to apply Gaussian-specific EBW constants. Because of good convergence properties, it has remained as the prevailing method for controlling EBW.

This paper presents a novel method for EBW control, based on the optimization of the D constants using a held-out control set. The control method is presented and experimented in two scenarios, one with a matched condition training, and another where a small amount of mismatched target data is available for training. The proposed method is able to provide performance improvements in both cases.

2. Extended Baum-Welch algorithm

The theoretical foundation of the EBW algorithm is in the growth transformations [4]. With properly set D constants it can guarantee that the discriminative criterion under optimization increases or remains the same. For the mean ($\mu_{ik}$) and covariance ($\Sigma_{ik}$) of Gaussian k in mixture i, the EBW re-

estimation formulae [1] are

$$\hat{\mu}_{ik} = \frac{O_{ik}^{num}(x) - O_{ik}^{den}(x) + D\mu_{ik}}{O_{ik}^{num}(1) - O_{ik}^{den}(1) + D} \quad (1)$$

$$\hat{\Sigma}_{ik} = \frac{O_{ik}^{num}(xx^T) - O_{ik}^{den}(xx^T) + D[\mu_{ik}n^T + \Sigma_{ik}]}{O_{ik}^{num}(1) - O_{ik}^{den}(1) + D} - \hat{\mu}_{ik}\hat{\mu}_{ik}^T \quad (2)$$

where $O_{ik}(1)$ represents the occupancy statistics and $O_{ik}(x)$ and $O_{ik}(xx^T)$ are the weighted sums of the observed data and squared data, respectively. Superscripts num and den are abbreviations for numerator and denominator, referring to statistics collected from the correct transcription and the alternative hypotheses, respectively. The EBW formulae can be simplified by defining $\hat{O}_{ik}(1) = O_{ik}^{num}(1) - O_{ik}^{den}(1)$ and similarly for $\hat{O}_{ik}(x)$ and $\hat{O}_{ik}(xx^T)$. This gives:

$$\hat{\mu}_{ik} = \frac{\hat{O}_{ik}(x) + D\mu_{ik}}{\hat{O}_{ik}(1) + D} \quad (3)$$

$$\hat{\Sigma}_{ik} = \frac{\hat{O}_{ik}(xx^T) + D[\mu_{ik}n^T + \Sigma_{ik}]}{\hat{O}_{ik}(1) + D} - \hat{\mu}_{ik}\hat{\mu}_{ik}^T \quad (4)$$

In the commonly used heuristic control strategy [1], the Gaussian specific constant $D_{ik}$ is set to be the maximum of 1. denominator occupancy multiplied by two or 2. double the value necessary for the Gaussian covariance to be positive definite ($2(D)^{min}$). The first condition is needed to achieve proper convergence, whereas the second condition defines a minimum constant to guarantee feasible Gaussian covariance.

Discriminative training requires other heuristics as well, such as the use of acoustic scaling parameter [1], applying of weakened language model [2, 1] and the use of lattices [1, 6]. For some discriminative criteria such as MPE [7], the above heuristics for setting the EBW constants is not enough, and additional measures such as I-smoothing are needed in order to get well-performing models.

3. Optimizing EBW constants

This section presents a novel method for controlling EBW, where the EBW constants are numerically optimized by using a held-out set of utterances during the discriminative training. Before each parameter estimation step using the EBW re-estimation formulae, new constants\(^1\) are obtained by a control procedure. The outline of this procedure is:

1. Collect discriminative statistics over the training data
2. Based on the current set of EBW constants and the training set statistics, estimate a new model

\(^1\)To retain the common terminology, we call the EBW D parameters constants, even though they are optimized for each update step.
3. Compute discriminative statistics over the held-out control set, using the new model
4. Update the EBW constants to optimize the objective function (discriminative criterion over the control set)
5. Iterate steps 2–4, until convergence or a maximum number of iterations has been reached

The performance of the models over the held-out control set could be measured with any discriminative criterion. We chose the symmetrically normalized frame error (SNFE) [8], which shows good correlation with the edit distance. Similar to MPE, this criterion gives an approximation to the phoneme error over the hypotheses encoded in the lattices.

### 3.1. Computing the gradients

The performance over the control set is optimized with respect to the EBW constants using derivatives of the discriminative criterion. Details about the derivatives of common discriminative criteria have been presented by Liu et al. [9]. The formulae used in this study, which assume diagonal covariance matrices, are:

\[
\nabla F(\hat{\mu}_{ik}) = -\kappa \hat{\Sigma}_{ik}^{-1} \left( C^{ctrl}_{ik}(x) - C^{ctrl}_{ik}(1) \hat{\mu}_{ik} \right)
\]

\[
\nabla F(\hat{\Sigma}_{ik}) = -\frac{\kappa}{2} \text{diag} \left( \hat{\Sigma}_{ik}^{-2} \left[ C^{ctrl}_{ik}(xx^T) - 2C^{ctrl}_{ik}(x)\hat{\mu}_{ik}^T + C^{ctrl}_{ik}(1)(\hat{\mu}_{ik}\hat{\mu}_{ik}^T - \hat{\Sigma}_{ik}) \right] \right)
\]

where \( \kappa \) is the acoustic scale (inverse of the language model scaling) and \( \text{diag} \) extracts the diagonal of the matrix. To separate the discriminative statistics computed over the training and control sets, we use superscripts \( \text{train} \) and \( \text{ctrl} \).

The rate of change of the model parameters when \( D_{ik} \) changes can be obtained by taking a derivative of (3) and (4) with respect to \( D_{ik} \):

\[
\frac{d \hat{\mu}_{ik}}{d D_{ik}} = \frac{C^{\text{train}}_{ik}(1)\mu_{ik} - C^{\text{train}}_{ik}(x)}{(C^{\text{train}}_{ik}(1) + D_{ik})^2} \\
\frac{d \hat{\Sigma}_{ik}}{d D_{ik}} = \frac{C^{\text{train}}_{ik}(1)(\mu_{ik}\mu_{ik}^T + \hat{\Sigma}_{ik}) - C^{\text{train}}_{ik}(xx^T)}{(C^{\text{train}}_{ik}(1) + D_{ik})^2} - 2\hat{\mu}_{ik} \frac{d \hat{\mu}_{ik}}{d D_{ik}} \frac{d \hat{\Sigma}_{ik}}{d D_{ik}}^T.
\]

Applying the chain rule we can now combine (5)–(8) to obtain the derivative of the discriminative criterion with respect to \( D_{ik} \):

\[
\frac{d F}{d D_{ik}} = \nabla F(\hat{\mu}_{ik}) \cdot \frac{d \hat{\mu}_{ik}}{d D_{ik}} + \nabla F(\hat{\Sigma}_{ik}) \cdot \text{diag} \left( \frac{d \hat{\Sigma}_{ik}}{d D_{ik}} \right).
\]

This allows the optimization of the control set discriminative criterion with respect to \( D_{ik} \), using any general-purpose gradient-based optimization algorithm. We chose to use Quickprop [10] because of the good convergence properties and the ease of implementation.

From (7) and (8) it can be seen that the rate of change of the model parameters decreases as \( D_{ik} \) increases. To help the numerical optimization, a logarithmic parameter transformation is therefore applied. Instead of optimizing \( D_{ik} \) directly, transformed \( \tilde{D}_{ik} = \log D_{ik} \) is used instead. The derivative (9) then needs to be multiplied by

\[
\frac{d D_{ik}}{d \tilde{D}_{ik}} = \exp \tilde{D}_{ik} = D_{ik}.
\]

The equations above apply to the optimization of one Gaussian specific \( D_{ik} \). To reduce the size of the control set and avoid over-training, it might be beneficial to cluster the EBW constants. Our previous experiments had shown that already a properly set global \( D \) achieves good results in discriminative training. In the context of controlling EBW, this corresponds to a global clustering of \( D \) constants and optimization of the control set performance over a single parameter. The necessary derivative is then

\[
\frac{d F}{d D} = \sum_{i=1}^{N_m} \sum_{k=1}^{M_i} \frac{d F}{d D_{ik}}.
\]

We will refer to the parameters the control procedure is optimizing as the “control parameters”, which can be either clustered or direct EBW constants.

The discriminative statistics over the control set are computed over lattices. Preliminary experiments showed it was beneficial to use a full language model to rescore the control set lattices, unlike the training lattices which use only a weak language model. The segmentation of the control set lattices needs to remain the same over the course of the optimization in order to keep gradient information reliable.

### 3.2. Limits and priors

The requirement of the covariance matrix to be positive definite poses a minimum limit for the Gaussian specific \( D_{ik} \) parameters. This is reflected in the common heuristic method of setting \( D_{ik} \), which states that \( D_{ik} \) may not be less than double the Gaussian specific minimum limit \( D_{ik}^{\text{min}} \). For control parameters, such hard limits cause discontinuities to the derivatives of the objective function, making the optimization problem more difficult.

To avoid optimization difficulties, the minimum \( D_{ik}^{\text{min}} \) values are taken into account by a continuous transform. The Gaussian specific \( D_{ik} \) is determined by a function \( g_{ik}(D) \) of the control parameter, defined as

\[
g_{ik}(D) = \begin{cases} 
D & \text{if } D \geq 2D_{ik}^{\text{min}} \\
1.5D_{ik}^{\text{min}} + \alpha \exp \left( \frac{D - 2D_{ik}^{\text{min}}}{\alpha} \right) & \text{if } D < 2D_{ik}^{\text{min}}
\end{cases}
\]

where \( \alpha = 0.5D_{ik}^{\text{min}} \). This way the Gaussian specific \( D_{ik} \) can reach the usual minimum limit \( 2D_{ik}^{\text{min}} \), but if the control parameter is below that, the realized \( D_{ik} \) becomes restricted, approaching \( 1.5D_{ik}^{\text{min}} \) when \( D \to -\infty \). To account for the transformation in the gradient-based optimization, the derivative of
\[ g_{ik}(D) \] is needed:
\[
g'_{ik}(D) = \begin{cases} \frac{1}{\exp\left(\frac{D - 2D_{ik}^{\text{min}}}{\alpha}\right)} & \text{if } D \geq 2D_{ik}^{\text{min}} \\ 0 & \text{if } D < 2D_{ik}^{\text{min}}. \end{cases}
\] (14)

Note that the derivative is continuous at \( D = 2D_{ik}^{\text{min}} \).

The control procedure optimizes the EBW constants for one update step at a time. Unfortunately this is not an optimal strategy when considering discriminative training with several EBW iterations. To avoid local minima of model parameters and excessive changes in control parameters, two counteracting steps are taken:

- The control parameters are initialized from the optimization results of the previous EBW step and each parameter is limited to \( 0.5\mu \leq D \leq 2\mu \), where \( \mu \) is the mean of the control parameters in the previous step.
- A prior is added to favor small control parameter values, corresponding to larger step sizes.

The prior is implemented by adding a small positive constant to the derivative \( \frac{\partial F}{\partial D_{ik}} \). It corresponds to the addition of
\[
r(D_{ik}) = \log(3D_{ik}) - \log(0.5\mu) = \log(2\mu) - \log(0.5\mu) \beta
\] (15)
to the objective function, where \( \mu \) is the mean of the control parameters in the previous EBW step and \( \beta \) is an adjustable bias parameter.

3.3. Training data division

For the control set, a part of the training data is needed. Excluding that part from the training statistics used for the EBW re-estimation could have negative impact to the acoustic models due to reduced amount of training data. On the other hand, if the control set is naively included as a part of the training set, severe over-training will occur. This problem can be solved by first collecting the training set statistics without the control set and using that in the control procedure. After the EBW constants have been optimized, the control set statistics (now with weakened language model lattices) are computed and added to the training set statistics. This way the EBW update can use the full training set for parameter re-estimation.

For the selection of the control set we considered two scenarios. The first one is a conventional training scenario with matching training and testing data. In this case, it is possible to vary the control set between different EBW iterations, enabling better coverage of the training data while keeping the control set size sufficiently small. For each EBW step before the control procedure, a random set of speakers from the training set is selected as the control set, generating a new control set for every EBW iteration.

Another scenario we considered the controlling method for is when there is a mismatch between the training data and the target task, but there is a small sample of the target data available for training. In addition to incorporating this small sample to the existing training set, we can emphasize its role by using that set as the control set. Compared to the first scenario, this may reduce the amount of data for the control optimization, and hence increase the risk of over-training.

4. Experiments and results

To evaluate the proposed EBW control method, LVCSR experiments with matched and mismatched tasks using MMI and SNFE discriminative training criteria were performed. The speech recognition system developed at the Aalto University [11] was used with standard acoustic model settings, i.e. three-state hidden Markov models and Gaussian mixture emission probabilities with diagonal covariances. The models utilized MFCC features with first and second differentials, having 39 dimensions in total. The ML models were first trained to create initial models and unigram lattices for the discriminative training. Discriminative training consisted of 15 iterations.

All the speech data used in the experiments was from the Finnish Speecorpus. The training set for the matched scenario contained only clean sentences from 310 speakers. About 15h of speech was used for training. The resulting acoustic models had 24587 Gaussians in 1170 states/mixtures. The performance of the models were evaluated over independent development and evaluation sets, both of which contained 40 speakers, about 1100 utterances and 1.9h of speech. The control set for the matched scenario was on each iteration a random set of about 1100 utterances, about 12% of the training data.

For the mismatched scenario, parallel recordings from the development and evaluation sets were utilized. Whereas the clean sets had been recorded using a headset microphone, medium distance microphone recordings of the same sessions were used as the mismatched data. Due to varying recording environments several types of background noises were present in the data. The noisy development set was split into two parts, 20 speakers each. Only one of the halves was used for development purposes, the other half played the target set and was incorporated in the clean training set for discriminative training. It was also the control set of the mismatched case.

The language model was a high-order morph-based N-gram model [11]. As the number of morphs that constitute a word is not limited, the resulting vocabulary is unlimited. Finnish words are commonly rather long, so to improve the resolution of the error measurements, letter error rate (LER) instead of word error rate (WER) was used for evaluation. For each evaluation, the corresponding development set was used to pick the best model among the 15 discriminative training iterations.

The baseline control method for EBW was the common heuristics, I-smoothing was implemented as smoothing to the previous EBW step and \( N_{g} \) is the number of Gaussians in the model. In the SNFE error
measure for each control sentence if the maximum parameters were chosen instead of the minimum ones. In the mismatched scenario with a smaller control set, similar figure is the addition of 0.01 to the SNFE error. Preliminary experiments showed the need for the bias as otherwise only the global clustering resulted in good optimization of the control set SNFE performance. The bias parameter was picked heuristically, optimal value for it was not pursued.

Table 1 shows the development set results for the different speech recognition tasks. Only the result of the best performing model among the 15 discriminative iterations is shown for each task/method. In the clean case the performance difference between the control methods is small. The noisy target task shows a significant benefit, even bigger benefits were observed. However, already using a fixed $D$ instead of the Gaussian-specific heuristic values could give clear improvements in these cases.

Future research will focus on finding the optimal clustering and constraint settings, and investigating how to lower the computations required for the control set optimization.

5. Conclusions

Controlling the EBW algorithm by optimization of the $D$ constant over a held-out set provides a well-founded method to a problem often solved by heuristic rules. The large vocabulary speech recognition experiments showed that in conventional clean model training and matched testing the proposed control method can provide small improvements over the heuristic setting of EBW constants. In the case of mismatched testing conditions and the use of a small amount of target data for discriminative training, even bigger benefits were observed. However, already using a fixed $D$ instead of the Gaussian-specific heuristic values could give clear improvements in these cases.
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