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Abstract
This paper introduces a new recursive dialogue game framework for personalized computer-assisted language learning. A series of sub-dialogue trees are cascaded into a loop as the script for the game. At each dialogue turn there are a number of training sentences to be selected. The dialogue policy is optimized to offer the most appropriate training sentence for an individual learner at each dialogue turn considering the learning status, such that the learner can have the scores for all pronunciation units exceeding a pre-defined threshold in minimum number of turns. The policy is modeled as a Markov Decision Process (MDP) with high dimensional continuous state space. Experiments demonstrate promising results for the approach.
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1. Introduction

Education and learning has long been the most important way for individuals to improve their quality of life [1, 2]. With the explosive development of technologies including computers, hand-held devices, the Internet, and social networks, learners today can absorb knowledge not only from printed materials in classrooms, but also benefit more from efficient and effective learning processes such as distance learning [3] and peer discussion [4] with people worldwide. “Coursera” [5] and “edX” [6] are two good examples. Second language learning is a very important subfield of education in today’s world of rapid globalization. In this subfield, effective approaches, immersive environments, and experienced teachers are needed but expensive. The use of speech processing technologies has been considered a good solution to overcome these difficulties [7, 8, 9, 10, 11].

“Rosetta Stone” [12] and “byki” [13] are useful applications that provide multifaceted functions, including pronunciation evaluation and corrective feedback. Nevertheless, sentence-level practice lacks opportunities for language interaction and an immersive language learning environment [14, 15]. Spoken dialogue systems [16, 17, 18, 19, 20] are regarded as excellent solutions to provide language interaction scenarios. Recently we presented a dialogue game framework [21] in which proper training sentences at each dialogue turn are selected for each individual learner during the interaction based on the learning status. The dialogue framework was modeled as a Markov decision process (MDP) trained with reinforcement learning [22, 23], and the learning status was based on NTU Chinese [24], a Mandarin Chinese pronunciation evaluation tool. One limitation of this framework is that its training assumes a fixed number of dialogue turns; this is impractical and inflexible.

2. Proposed recursive dialogue game framework

2.1. Recursive dialogue game concept and framework

The progress of the dialogue game is based on the script of a series of tree-structured sub-dialogues cascaded into a loop, with the last sub-dialogue linked to the root of the first tree, making the dialogue paths infinitely long. The goal of the policy is to select the training sentence at each dialogue turn based on the learning status of the learner, such that the learner’s scores for all pronunciation units exceed a pre-defined threshold in a minimum number of turns. The framework is again modeled as an MDP, but here the MDP is realized in a high-dimensional continuous state space for a more precise representation of the learning status considering every possible distribution of scores for all pronunciation units. Fitted value iteration (FVI) [25, 26, 27] is adopted for reinforcement learning to train the policy. Simulated learners with incrementally improved pronunciation scores generated from real learner data are used in policy training. Preliminary experimental results indicate the effectiveness of the approach and the usability of the framework in practice.
the last tree, the progress restarts at the first phone invitation sub-dialogue again for the next meal. Essentially, then, the dialogue can continue infinitely. Figure 2 is a segment of the sub-dialogue “Seating and meal ordering”, in which A is the waiter and B the customer.

Since both the computer and the learner have multiple sentence choices in each turn, every choice influences the future path significantly; this results in a very different distribution of pronunciation unit counts for the learners to practice. The dialogue policy here is to select the most appropriate sentence for the learner to practice at each turn considering the learning status, such that more opportunities are given to practice poorly produced pronunciation units along the dialogue path. In this way the learner can achieve the goal of having the scores of all pronunciation units exceed a pre-defined threshold in a minimum number of turns. Also, they receive pronunciation performance feedback immediately after each utterance pronounced.

The advantage of using such a recursive script with tree-structured sub-dialogues is that the learner can have diversified interactions with the system in an immersive environment; the learner can practice poorly produced pronunciation units many times in different sentences, rather than use the same set of sentences repeatedly. This also provides flexibility for learners to have personalized sentence practice opportunities.

The above recursive dialogue game is modeled by an MDP with the desired optimal policy trained with the FVI algorithm. A learner generation model is developed to generate simulated learners from real learner data to be used in the FVI algorithm.

The overall system block diagram of the proposed framework is shown in Figure 3. Interaction between the learner and the system involves Utterance Input from the learner and Selected Sentences from the system. The Automatic Pronunciation Evaluator scores the performance of each pronunciation unit in the utterance. These quantitative assessments are sent to the Pedagogical Dialogue Manager, which is driven by the Sentence Selection Policy for choosing the next sentence for the learner. A set of Real Learner Data is used to construct the Learner Simulation Model, which generates the Simulated Learners to train the Sentence Selection Policy based on the Script of Cascaded Sub-dialogues using the Fitted Value Iteration algorithm.

### 2.2. Simulated learner generation from real learner data
The real learner data used in these experiments were collected in 2008 and 2009. In total there were 278 Mandarin Chinese learn-

---

**Figure 2:** A segment of the dialogue script for the dialogue game example in a restaurant conversation scenario.

**Figure 3:** System block diagram of the proposed recursive dialogue game framework.
2.3. Markov decision process

A Markov decision process (MDP) [33] is a mathematical framework for modeling sequential decision making problems, formally represented by the 5-tuple \( \{ S, A, R, T, \gamma \} \), which contains the set of all states \( S \), the set of possible actions \( A \), the reward function \( R \), the Markovian state transition function \( T \), and the discount factor \( \gamma \) which determines the effect of future outcomes on the current state \( s \). When an action \( a \) is taken at state \( s \), a reward \( r \) is received and the state is transitioned to new state \( s' \). Solving the MDP consists in determining an infinite state transition process called a policy that maximizes the expected total discounted reward from state \( s \) (or value function): \( V^\pi(s) = \mathbb{E}[\sum_{k=0}^{\infty} \gamma^k r_k | s_0 = s, \pi] \), where \( r_k \) is the reward gained in the \( k \)-th state transition, and the policy \( \pi \) maps each state \( s \) to an action \( a \). The above value function can be further analyzed by the state-action (Q) value function, which is defined as the value of taking action \( a \) at state \( s \): \( Q^\pi(s, a) = \mathbb{E}[\sum_{k=0}^{\infty} \gamma^k r_k | s_0 = s, a_0 = a, \pi] \). Thus, the optimal policy \( \pi^* \) can be expressed as \( \pi^*(s) = \arg\max_{a \in A} Q(s, a) \) by a greedy selection of the state-action pair. The goal of finding the optimal policy is therefore equivalent to maximizing these Q functions.

Since these Q functions are updated iteratively toward optimal values, this process is also known as value iteration and can be solved as a Dynamic Programming (or Bellman) Equation:

\[
[B^\pi(Q)](s, a) = E_{s' \sim T(s, a)}[R(s, a, s') + \gamma Q(s', \pi(s'))],
\]

(1)

where \( B^\pi \) is the Bellman backup operator and \( s' \sim T(s, a) \) stands for next state \( s' \) following probability distribution \( T \) from state \( s \) with action \( a \) taken, and \( R(s, a, s') \) is the reward gained from state \( s \) to \( s' \) by taking action \( a \).

2.4. MDP framework on dialogue game

Here we describe how the dialogue game is modeled using MDP.

2.4.1. Continuous state space

The state represents the system’s perspective towards the environment, that is, the learner’s learning status. It consists of the scores obtained for every pronunciation unit given by the Automatic Pronunciation Evaluator in Figure 3, each a continuous value ranging from 0 to 100 and directly observable by the system. This results in the high-dimensional continuous state space \( s \in [0, 100]^U \), where \( U \) is the total number of pronunciation units considered. In addition, as the system must determine which dialogue turn the learner is in, the index of dialogue turn \( t \) is also included in the state space.

2.4.2. Action set

At each state with dialogue turn \( t \), the system’s action is to select one out of a number of available sentence options for the learner to practice. The number of actions is the number of next available sentences to choose for the learner at the turn.

2.4.3. Reward definition

A dialogue episode \( E \) contains a sequence of state transitions \( \{ s_0, a_0, s_1, a_1, ..., s_K \} \), where \( s_K \) represents the terminal state. As mentioned above, the goal here is to train a policy that can at each turn offer the learner the best selected sentence to practice considering the learning status, such that the learner’s scores for all pronunciation units exceed a pre-defined threshold within a minimum number of turns. Hence every state transition is rewarded \(-1\) as the penalty for an extra turn \( (r_k = -1, k \leq K - 1) \), and \( r_K \) is the finishing reward gained when the terminal state \( s_K \) is reached, where scores of all pronunciation units reach a certain threshold. The final return \( \mathcal{R} \) is then the sum of the obtained rewards: \( \mathcal{R} = \sum_{k=0}^{K} r_k \). In addition, a timeout count of state transitions \( J \) is used to limit episode lengths.

2.5. Fitted value iteration

For the high-dimensional continuous state space, we use the function approximation method [34, 35, 36] to approximate the exact Q value function with a set of \( m \) basis functions:

\[
Q(s, a) = \sum_{i=1}^{m} \theta_i \phi_i(s, a) = \theta^T \phi(s, a),
\]

(2)

where \( \theta \) is the parameter (weight) vector corresponding to the basis function vector \( \phi(s, a) \). The goal of finding the optimal policy can then be reduced to finding the appropriate parameters \( \theta \) for a good approximation \( \hat{Q}_\theta(s, a) \) of \( Q(s, a) \). A sampled version of the Bellman backup operator \( \hat{B} \) is introduced for the \( i \)-th sampled transition \( (s_i, a_i, r_i, s'_i) \) as

\[
\hat{B}(Q(s_i, a_i)) = r_i + \gamma \max_{a \in A} Q(s'_i, a_i).
\]

(3)

With a batch of transition samples \( \{ s_j, a_j, r_j, s'_j \}_{j=1}^{N} \), least-squares regression can be performed to find the new parameter vector \( \hat{\theta}_{n+1} \) at the \( n \)-th iteration so that \( \hat{Q}_{\hat{\theta}_{n+1}}(s, a) \) approaches \( Q(s, a) \) as precisely as possible. The parameter vector is updated as

\[
\hat{\theta}_{n+1} = \arg \min_{\theta \in \mathbb{R}^m} \sum_{j=1}^{N} (Q_{\hat{\theta}_{n}} - \hat{B}(Q(s_j, a_j)))^2 + \frac{\lambda}{2} \| \theta \|^2,
\]

(4)

where the second term is the 2-norm regularized term determined by \( \lambda \) to prevent over-fitting.
3. Experiment

3.1. Experimental Setup
Experiments were performed on the complete script of nine sub-dialogue trees for the Mandarin Chinese learning (Section 2.1). The results below are for the learner as role B and the computer as role A. In all, 82 Mandarin pronunciation units including 58 phonetic units (Initial/Finals) and 24 tone patterns (uni/bi-tone) were considered. NTU Chinese was used as the automatic pronunciation evaluator for unit scoring and immediate feedback for the learners. In the MDP setting, the reward at the dialogue terminal state \( r_s \) was set to 300 and timeout count \( J \) was 500. Multivariate Gaussian functions of 82 dimensions served as the basis function \( \phi(s, a) \) in (2) to represent the Q value function. Five-fold cross-validation was used here: in each training iteration, four-fifths of the real learner data were used to construct the GMM to generate simulated learners for policy training, while the rest was saved for another GMM to generate simulated learners in the testing phase. The Bayesian information criterion (BIC) [37, 38] was employed on GMM to control the model likelihood and parameter complexity.

3.2. Experimental Result

3.2.1. Number of dialogue turns needed
In this experiment, simulated learners were generated to go through the nine sub-dialogue trees sequentially and recursively until the terminal state \( s_K \) was reached, which was defined such that all 82 pronunciation units were produced with scores over 75 more than seven times. The number of Gaussian basis function \( m \) in (2) was set to 5,10,15 respectively, where these Gaussian functions were spread evenly on the state space.

In Figure 5, we plot the number of turns to reach the terminal state as a function of the number of training iterations. Clearly the three solid curves for different values of the Gaussian basis function \( m \) yielded promising results. The number of needed turns converged around 162 to 177. Slight differences among the three curves showed over-fitting for higher parameter complexities. Since there were 84 turns in all for role B in the nine consecutive sub-dialogues, the results for 162 to 177 turns indicated that going through all nine trees and restarting from the first sub-dialogue was necessary for the testing simulated learners here.

The dashed curve (“Arbitrary”) showed the result of using the nine sub-dialogue trees in a different scenario. In this scenario, we assumed that the learner choose to practice the sub-dialogues in an arbitrary order. For example, the learner could jump to tree four after finishing trees one and two (after restaurant reservation, the learner wishes to learn how to order meals first). Based on this scenario, we aim to test the trained policy obtained in the blue line \( (m = 15) \). The number of needed turns reached 212 as shown in Figure 5. The extra turns compared to the normal order scenario shows the trade-off between the user’s free will to interact with the dialogue game and the minimum number of dialogue turns needed.

3.2.2. Policy and learning status for an example learner
Using the policy learned in normal order scenario in Section 3.2.1 \( (m = 5, \text{ blue curve in Figure 5}) \), Figure 6 shows how the system offered practice opportunities for every pronunciation unit for an example testing simulated learner in the sub-dialogue trees four to five after finishing the first three trees \( 20 \text{ turns in all after tree three} \). In this case, there were \( K = 171 \) total dialogue turns. The horizontal axis is the Initial/Finals on the left and tone patterns on the right sorted by the average scores (left vertical scale) of this simulated learner (green bars). The red curve indicates the percentage of extra practice for each unit over those by random policy (right vertical scale) using the proposed policy, while the blue line is zero for random policy.

Since the policy goal was for each pronunciation unit to be produced with score 75 over seven times, we focused on the units within two dark blue blocks, which have scores below 75. Clearly our proposed approach resulted in a greater number of practice opportunities than random policy on these units in 20 turns after tree three. This means the policy was efficient to provide what the simulated learner needed.

4. Conclusions
We presented a new recursive dialogue game framework with an optimal policy offering personalized learning materials for CALL. A series of sub-dialogue trees are cascaded into a loop. The policy is to offer the proper sentence for practice at each turn considering the learning status of the learner. It was optimized by an MDP with a high-dimensional continuous state space and trained using fitted value iteration. Experimental results showed promising results, and the work to implement a real system for real learners is in progress.
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