Modeling Spectral Variability for the Classification of Depressed Speech
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Abstract

Quantifying how the spectral content of speech relates to changes in mental state may be crucial in building an objective speech-based depression classification system with clinical utility. This paper investigates the hypothesis that important depression based information can be captured within the covariance structure of a Gaussian Mixture Model (GMM) of recorded speech. Significant negative correlations found between a speaker’s average weighted variance - a GMM-based indicator of speaker variability - and their level of depression support this hypothesis. Further evidence is provided by the comparison of classification accuracies from seven different GMM-UBM systems, each formed by varying different parameter combinations during MAP adaption. This analysis shows that variance-only adaptation either outperforms or matches the de facto standard mean-only adaptation when classifying both the presence and severity of depression. This result is perhaps the first of its kind seen in GMM-UBM speech classification.

Index Terms: Depression, spectral variability, MFCC, GMM-UBM, MAP adaptation, average weighted variance

1. Introduction

In recent years, research into the automatic and objective classification of mood disorders, such as depression, using behavioural signals has gained popularity. Clinical depression has a wide range of potential symptoms including low mood, observable psychomotor retardation and cognitive impairments leaving sufferers prone to feelings of worthlessness and strong negative conceptualizations. Clinical diagnosis indeed rests upon these features during a clinical assessment, with speech playing an explicit role in this regards. However, the broad clinical profile means there is no single clinical characterization of a depressed individual making diagnosis subjective in nature and time consuming.

Current state-of-the-art diagnostic methods include interview style assessments such as the Hamilton Rating Scale for Depression (HAM-D) [1] or self-assessments such as the Quick Inventory of Depressive Symptomatology (QIDS) [2]. However, the accuracy of these tests depends upon the frankness of the patient’s responses and their ability and desire to communicate their symptoms [3], occurring at a time when, by definition, their outlook and motivation are impaired. It is believed that finding a set of objective behavioural indicators will help improve the diagnosis accuracy of depression [3].

Speech has the potential to be used as part of a behavioural classification system; speech in patients with depression is often described as being monotonous and "lifeless", with a diminished prosody [4]. As the outcome of a complex cognitive and motoric muscular act, speech can be affected by both physiological symptoms and changes in cognitive ability relating to the effects of depression. Paralinguistic analysis of depressed speech has shown that physiological symptoms relating to depression affects vocal tract properties [5-8], whilst changes to cognitive ability can affect measures relating to speech rate [9-11].

Spectral and energy based features have consistently been observed to change with a speaker’s mental state, although there is some disagreement as to the nature of the effect. Some studies have reported a relative shift in energy from lower to higher frequency bands with increasing depression severity due to increasing vocal tract tension [5, 6]. Energy variability has also been shown to decrease with increasing levels of depression, due in part to a decrease in the motor action associated with speech production [7, 8].

Changes in speech rate and motor actions associated with depression have been shown to be encoded at the phoneme level of speech production. Work done in [12] shows speaker recognition rates for depressed speakers were 25% lower than for non-depressed speakers when using a Mel Frequency Cepstral Coefficient (MFCC) / Gaussian Mixture Model (GMM) speaker recognition system. These results suggest fundamental changes in the phoneme spectral structure of depressed speech. This result has been verified in part by results published in [13]. By grouping phonemes together by manner of articulation, the authors found consistencies in the correlations within the articulatory groups with the level of depression associated with each phone and phoneme specific energy and timing measures [13]. Amongst a wide range of acoustic features and spectral features tested in [14], - MFCC’s specifically - displayed the strongest discriminatory characteristics when classifying the presence/absence of depression. Given these results, and the stability of MFCC/GMM in partitioning the acoustic space [15], it is not surprising that this classifier set-up has performed well when classifying between either low/high levels of depression [16], or the presence/absence of depression [17, 18].

The assumption when using GMMs to model the acoustic space is that a single mixture component describes a broad acoustic class in terms of its average spectral shape, the mean of the Gaussian, and an estimate of the extent of variations from this mean in the associated covariance matrix [19]. Motivated by recent results published in [7, 8], we presently explore the hypothesis that important depression based information is captured within the covariance matrices of a GMM. This is achieved in two ways; firstly we investigate how the average weighted variance, a simple estimate of the average local variability captured by a GMM [20], is affected by changing levels of depression. Secondly, we explore the effects on classification accuracy updating class specific GMM’s from universal background model (UBM) whilst varying which parameters are updated.
2. Depression Corpora

Two depression based databases are used in this paper. The first is the Mundt database originally collected for a depression severity study by Mundt et al. [10]; results using this are also presented in [7, 8, 13, 16]. Participants in the study undertook fortnightly clinical sessions in which their depression severity was measured using both the HAMD and QIDS assessment. Both assessment methodologies rate the severity of symptoms observed in depression, to give a patient a score which relates to their level of depression (Hotal or Qotal), and have predictive validity when differentiating depressed from non-depressed patients [21]. The major differences between the two assessments are that HAMD is a clinician-rated test, whilst the QIDS is a self-reported measure. Both use different weighting schemes to producing their total score [21].

The scores for both assessments can be split into either two or five classes. For Hotal in the two-class system the categories are ‘low’ (1-17) and ‘high’ (17-22, noting a score of 23 and over indicates very severe depression), whilst for Qotal in the two class system the categories are ‘low’ (1-13) and ‘high’ (13-27). As part of these clinical sessions, the Grandfather passage, a standard reading passage used to test speech fluency [22], was recorded as well as responses to three questions on the patient’s emotional and physical state.

The second corpus, referred to herein as the Black Dog database, was obtained from audio-video data collected for an ongoing study conducted by the Black Dog Institute, a specialist mood disorder research facility, into measuring the facial activity in depressed patients [23]. The speech database collected so far from the study contains 30 depressed and 30 controls, one recording per subject, with an even gender split, and ‘Australian’ English. This is the same database used in [18]. All depressed subjects met the Diagnostic and Statistical Manual of Mental Disorders, 4th edition, (DSM-IV) criteria for either moderate or severe depression and subjects were excluded from the control group if they had any personal or family history of mental illness.

As part of the experimental setup, participants were asked to read sentences containing affective content and participated in an interview in which they were asked to describe events that had aroused significant emotions. All subjects gave informed consent and the study was conducted in accordance with local institutional ethics committee approval.

3. Experimental Approach

3.1. GMM-UBM Depression Classification System

The default standard classification system in many speech related classification tasks uses the GMM-UBM paradigm. In this system, class-specific GMMs are adapted, via MAP-adaptation [24], from a background model representing the wide-distribution of feature vectors in the model domain. A GMM is a convex combination of Gaussian probability density functions:

\[ p(x) = \sum_{i=1}^{M} \omega_i p_i(x | \mu_i, \Sigma_i) \]  

where \( \mu_i \) denotes the mean vector, representing average spectral shape, \( \Sigma_i \) denotes the covariance matrix, representing variations in spectral shape, and \( \omega_i \) the prior probability or mixing weight for the \( i \)-th Gaussian distribution [19].

In many automatic speaker recognition tasks, it is standard practice to adapt only the means of the Gaussians [24], whilst in many paralinguistic tasks both full (mean, variance and weight) adaptation and mean adaptation are commonly used approaches [25-27]. An advantage of using mean-only adaptation is that the adapted means can be used to form supervectors for use in a Support-Vector-Machine (SVM) classifier. But using mean supervectors clearly only makes sense if all information relevant is contained within the means of the Gaussians. For some applications, such as language recognition [28], this is not the case.

If our hypothesis on the importance of the covariance structure is correct, it may be advantageous for depression classification to form a supervector from the GMM covariance structure. However, before we attempt this task, it is important to understand how depression based information is represented in the GMM domain and specifically, given the importance of spectral variability in analyzing depressed speech [5-8], how variance in the feature domain translates to variance captured within the model domain.

We test our hypothesis by comparing the classification accuracies of a range of two-class low/high level of depression and two-class presence/absence of depression classification systems. By using a GMM-UBM system we can perform mean-only, variance-only and weight-only adaptation where each class-specific GMM pair has a common co-ordinate system, i.e. when doing variance only updates the class specific GMMs means and mixing weights remain unchanged from the UBM’s. This analysis will hence allow us to assess the relative importance of each parameter in determining a speaker’s level of depression.

3.2. Measuring Covariance

If spectral feature domain variance captured in the model domain is due to a speaker’s level of depression; the captured variance should vary significantly with a speaker’s level of depression. Therefore to test this hypothesis, we adapted three different GMMs via full, variance-only or variance and weight MAP adaptation, for each speaker/session in the Mundt corpus (118 GMMs per test, see Section 3.3) and performed correlations between the average weighted variance (AWV) and the speaker’s Hotal and Qotal score for that utterance. This analysis was not possible on the Black Dog corpus as the number of individually scored utterances is too low to reliably calculate a correlation coefficient.

AWV is a simple indicator that represents speaker variability captured in a GMM [20]; it is computed using the weights and diagonal covariance matrices of a given GMM:

\[ AVW = \frac{1}{K} \sum_{i=1}^{K} \sum_{j=1}^{M} \omega_i \sigma^2_{i,j} \]  

where \( M \) is the number of mixture, \( K \) the dimensionality of the feature vector, and \( \sigma^2_{i,j} \) is the \( j \)-th diagonal covariance component taken from the \( i \)-th mixture [20].

3.3. Experimental Settings

The experimental settings (unless otherwise stated) of the classification system were as follows: a 39-dimensional feature vector was formed from thirteen MFCCs, including \( C_0 \) extracted every 10ms using a 25ms window. The 13 coefficients were concatenated with delta (\( \Delta \)) and delta-delta (\( \Delta\Delta \)) coefficients extracted using the conventional regression equation. The openSMILE toolkit [29] was used to extract all
features. Only voiced frames were used in the modeling, determined using openSMILE’s voicing probability function.

To test our hypothesis, we compared classification accuracies of 7 different GMM-UBM classifiers allowing all possible combinations of Gaussian parameters to be updated during MAP adaptation; mean, variance and weight (mvw), mean only (m-only), variance-only (v-only), weight only (w-only), mean and variance (mv), mean and weight (mw) and finally variance and weight (vw).

All tests on the Mundt corpus were performed using two different UBM; the first formed using the free-response answers (D-ubm), 5hrs, 20min of training data, and the second formed using the 2004 NIST Speaker Recognition Evaluation dataset (N-ubm), 430hrs of training data. Given the relatively small amount of training data available in the Mundt corpus, the 2004 NIST dataset was included to test its suitability as a background model representing a large balanced set of “American English” speech samples; this approach has previously shown to be a suitable in a paralinguistic setting [30]. For the Black Dog corpus, the UBM was formed from the subject’s interview data, 5hrs of training data. HTK was used to train the UBM using 10 EM iterations.

For the Mundt Corpus, the evaluation data was formed from the recorded Grandfather passages. To avoid variability due to accents, we took only the recordings from those patients who are Caucasian, noting also that not every speaker participated in every clinical session; this resulted in 118 recordings, with an average length of 50s, spread over 32 speakers. The evaluation data for the Black Dog were formed using every subject’s set of read sentences resulting in 60 recordings with an average length of 40s.

For both datasets, experiments were conducted using 8, 16, 32 or 64 mixtures and 5, 10 or 20 MAP iterations (I) using HTK. To calculate the overall accuracy results reported, the average log-likelihood ratio of each test utterance was calculated with respect to either class model, followed by a maximum-likelihood-ratio decision. Leave-one-out cross validation, performed across the 118 test utterances, was used in all classification tests, with average accuracy reported.

4. Results

4.1. Feature Level

The energy coefficients used in [8] were extracted using a 24-channel Gabor filterbank decomposition of the speech signal; therefore we first checked that we were able to achieve a similar result using MFCC and deltas for the Mundt corpora. Figure 1(a) shows the correlations of the mean of each feature dimension, calculated at the utterance level, with Htotal (left) and Qtotal scores (right). Whilst there are some significant correlations with both scores, there is no consistency in the size and magnitudes of the correlation coefficients.

The correlations between the variance of each feature dimension and both scores, in Figure 1(b), show a consistent trend of negative correlations, especially in the delta coefficients where several surpass threshold for statistical significance levels. This result is consistent with those presented in [8] showing that in the feature domain, variations in spectral energy or in the case of the delta coefficients changes in spectral energy decrease with increasing level depression.

4.2. Average Weighted Variance Results

Significant correlations (p<0.001) were found for vw (variance and weight) adaption using the N-ubm with an 8 mixture GMM and 5 MAP iterations for both Htotal and Qtotal. All correlations found were negative, indicating a decrease in AWV with increasing levels of depression (Figure 2). Notably, the effects of depression on these correlations match those seen in Figure 1(b), providing support for our hypothesis that important depression information is captured in GMM covariance matrices.

4.3. Classification Results

For the Mundt database, we ran an exhaustive series of preliminary results varying the parameters updated, number of mixtures and MAP iterations. A selection of these results is provided in Table 1. When grouping together the classification
accuracies in terms of UBM, number of mixture components, number of MAP iterations and depression score, a general trend emerged in the classification accuracies; v-only adaptation matched (within 5%) and outperformed m-only adaptation. For some groupings, such as 8-mixtures with N-ubm (Table 1), v-only adaptation gave the highest classification accuracy.

For any given grouping, the highest classification accuracy was never obtained with mean-only adaptation; this was generally achieved by either mvw or vw adaptation. Interestingly whilst w-only adaptation achieved chance-level classification for lower numbers of mixtures, i.e. 8 (Table 1) or 16, for 32 and 64 mixtures classification accuracy in the range 50% - 67% was achieved, often matching the accuracies achieved with m-only and v-only adaptation.

Table 1: Comparison of classification accuracies when updating different MAP parameters for two-class low/high depressed speech classification accuracy, evaluated using an 8-mixture GMM on the Mundt 32-speaker database.

<table>
<thead>
<tr>
<th>P</th>
<th>N-ubm</th>
<th>D-ubm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Hotlab</td>
<td>Qtotal</td>
</tr>
<tr>
<td>mvw</td>
<td>58.2</td>
<td>62.7</td>
</tr>
<tr>
<td>m-only</td>
<td>56.2</td>
<td>60.0</td>
</tr>
<tr>
<td>v-only</td>
<td>65.7</td>
<td>65.9</td>
</tr>
<tr>
<td>w-only</td>
<td>46.8</td>
<td>51.1</td>
</tr>
<tr>
<td>mw</td>
<td>38.2</td>
<td>62.7</td>
</tr>
<tr>
<td>mwv</td>
<td>36.2</td>
<td>60.0</td>
</tr>
<tr>
<td>vw</td>
<td>65.7</td>
<td>63.9</td>
</tr>
<tr>
<td>mvw</td>
<td>59.6</td>
<td>53.1</td>
</tr>
<tr>
<td>m-only</td>
<td>60.1</td>
<td>52.5</td>
</tr>
<tr>
<td>v-only</td>
<td>65.7</td>
<td>65.9</td>
</tr>
<tr>
<td>w-only</td>
<td>55.8</td>
<td>51.0</td>
</tr>
<tr>
<td>mw</td>
<td>60.8</td>
<td>52.1</td>
</tr>
<tr>
<td>mwv</td>
<td>50.4</td>
<td>32.5</td>
</tr>
<tr>
<td>vw</td>
<td>63.7</td>
<td>65.9</td>
</tr>
</tbody>
</table>

The best classification accuracy for Hotlab was 68.6%, obtained using vw adaptation with the N-ubm, 8 mixtures and 20 MAP iterations. For Qtotal the best result was 69.04%, obtained using mvw adaptation with the N-ubm, 16 mixtures and 10 MAP iterations. These results match the maximum two-class classification accuracy of 66.9% achieved in [8], although a direct comparison is not straightforward as those results were found using a different feature (Modulation Spectrum) and classifier (SVM with RGF kernel).

The results for the Black Dog data show that either w-only or vw adaptation gave the best performance (Table 2). Again, v-only adaptation either matches or outperforms m-only adaptation. There was no advantage in using either 32 or 64 mixtures on these data (results not shown). The best result on the Black Dog data was 63%, found using weight-only adaptation for any combination of 8 and 16 mixtures and either 5 or 10 iterations. This is well below the MFCC two-class accuracy of 77% presented in [14] and 71% presented in [18]. Again, this is not a straightforward comparison as these papers used non-adapted GMMS as their classification system.

The performance of v-only adaptation offers support for our hypothesis that important depression information is captured in the covariance matrices of a GMM. The classification accuracies obtained in the w-only adaptation, particularly in the Black Dog database, were unexpected. We speculate that as weights control the mixture occupancy count (the amount of data assigned to a mixture during MAP adaptation) they capture spectral variability on a global level as opposed to the localized variance captured in the covariance matrices.

Table 2: Comparison of classification accuracies when updating different MAP parameters for two-class presence/absence of depression classifier, evaluated on the Black Dog 60-speaker database.

<table>
<thead>
<tr>
<th>P</th>
<th>8 mixtures</th>
<th>16 mixtures</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5 Iter.</td>
<td>10 Iter.</td>
</tr>
<tr>
<td>mvw</td>
<td>48.3</td>
<td>51.7</td>
</tr>
<tr>
<td>m-only</td>
<td>53.3</td>
<td>50.7</td>
</tr>
<tr>
<td>v-only</td>
<td>50.0</td>
<td>51.7</td>
</tr>
<tr>
<td>w-only</td>
<td>63.3</td>
<td>63.3</td>
</tr>
<tr>
<td>mv</td>
<td>48.3</td>
<td>53.3</td>
</tr>
<tr>
<td>mw</td>
<td>55.0</td>
<td>53.3</td>
</tr>
<tr>
<td>vw</td>
<td>56.7</td>
<td>55.0</td>
</tr>
</tbody>
</table>

To check whether the mean-only, variance-only and weight-only systems capture different aspects of depressed speech, we fused the result of the m-only, v-only and w-only systems, using score level fusion, and compared this with the results gained from full adaptation. The results, not shown, demonstrated that the fused systems either matched or outperformed full adaptation system. Hence we speculate that the different GMM parameters capture different aspects of depressed speech.

5. Conclusion

Variations in spectral and energy based features have been previously linked to a speaker’s level of depression [5-8]. The work in this paper shows in the feature space that spectral variability decreases with increasing levels of depression agreeing with the results presented in [7, 8]. The results of the average weighted variance analysis shows that this negative correlation can also be seen in the model domain, supporting our initial hypothesis. Intuitively these results match the ‘dull’ and ‘monotonous’ clinical descriptions of speech affected by depression.

The classification results show that variance-only adaptation either outperforms or matches the de facto standard mean-only adaptation. The performance of the weight-only classification system, especially on the Black Dog data, was unexpected, although given performance of the UBM weight posterior probability (UWPP) supervector in other paralinguistic tasks [31, 32] it is perhaps not too surprising.

The analysis undertaken in this paper has shown it may be advantageous in depression classification to form a supervector from the GMM covariance structure. Future work will also be undertaken to explore benefits in weight-only adaptation and gain further insights into the fusion results.
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