‘Houston, We have a solution’ : Using NASA Apollo Program to advance Speech and Language Processing Technology
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Abstract

NASA’s Apollo program stands as one of mankind’s greatest achievements in the 20th century. During a span of 4 years (from 1968 to 1972), a total of 9 lunar missions were launched and 12 astronauts walked on the surface of the moon. It was one of the most complex operations executed from scientific, technological and operational perspectives. In this paper, we describe our recent efforts in gathering and organizing the Apollo program data. It is important to note that the audio content captured during the 7-10 day missions represent the coordinated efforts of hundreds of individuals within NASA Mission Control, resulting in well over 100k hours of data for the entire program. It is our intention to make the material stemming from this effort available to the research community to further research advancements in speech and language processing. Particularly, we describe the speech and text aspects of the Apollo data while pointing out its applicability to several classical speech processing and natural language processing problems such as audio processing, speech and speaker recognition, information retrieval, document linking and a range of other processing tasks which enable knowledge search, retrieval, and understanding. We also highlight some of the outstanding opportunities and challenges associated with this dataset. Finally, we also present initial results for speech recognition, document linking, and audio processing systems.
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1. Introduction

NASA’s Apollo program stands as one of mankind’s greatest achievements in the 20th century. During a span of 4 years (from 1968 to 1972), a total of 9 lunar missions were launched and 12 astronauts walked on the surface of the moon, with as many as 400,000 personnel supporting the program in various capacities. It was arguably one of the most complex operations executed from scientific, technological and operational perspectives. Furthermore, these operations were meticulously recorded, documented, annotated and discussed (e.g. interviews, oral histories, press conferences etc.). For example, the mission produced over 10,000 technical documents and (considering all 15 missions flown with the “Apollo system”) over 200 days of multi-channel audio data, in addition to photographs, videos, telemetry, and other forms of data. The audio and text material captured the complex interaction between astronauts, mission control, scientists, engineers and others involved in the program. Apollo data is unique in that it is perhaps one of the few such data sources that is available in the public domain, thereby making the study of large scale complex events feasible. For example, more recent historical events such as the Hurricane Katrina disaster, 9/11 Terrorist Attacks or the Fukushima Daichi nuclear reactor meltdown bear resemblance to the Apollo missions in terms of the number of personnel involved, criticality of the operation, complexity of the undertaking, and the degree of inter-communication required. However, access to these data sources for research and scientific study may be difficult, if not impossible.

The Apollo data offers many opportunities to pursue advancements in Human Language Technology (HLT). It offers interesting possibilities for content linking, where audio-to-text as well as audio-to-audio links can be established based on contextual similarity and relevance. Integrating these time-synchronized sources with topic-alignable external resources (including press conference and change-of-shift briefing audio, but also the thousands of available scanned documents) is an exceptionally challenging information integration task. A content linking capability can spawn powerful interfaces which organize the relevant knowledge in a manner that provides easy and convenient access. It is worth mentioning that such access would be equally meaningful for amateur enthusiasts and professional investigators. For example, a person reviewing oral history videos could automatically gain access to relevant portions of the mission data, or a technical investigator could obtain access to the design document of engineering objects being discussed during the mission.

The interesting opportunities associated with the Apollo data also bring forth some challenges. In the Apollo dataset, the onboard audio recordings and space-to-ground communications are among the most challenging publicly available large-scale collections of time-critical and mission-critical audio. The audio material was collected in the presence of highly variable background noise and channel conditions, posing significant real-world challenges to existing speech processing algorithms/techniques. In summary, the audio data presents classical speech and audio processing problems, albeit, in a real-world setting.

It is our intention to make this dataset available to the research community. We intend to create awareness of this dataset, and the merits, challenges and opportunities it presents. In the remainder of this document, we describe the dataset in further detail. We also describe the research problems that we are currently pursuing with this dataset. Finally, we present initial results for various speech and language processing tasks.
2. Apollo Missions and Data Sources

2.1. Audio Data

The audio data collection can broadly be divided into two datasets: (i) data captured during the mission and (ii) data captured after and before the mission. The data captured during the mission was due to the complex interaction between the core mission personnel, i.e., astronauts, flight controllers, and backroom specialists (as shown in Fig. 1). The 9 lunar missions lasted between 6 and nearly 13 days (e.g., Apollo 11 lasted 8 days 3 hours 18 minutes and 35 seconds). In what follows, these audio data sources are explained in more detail.

2.1.1. Onboard audio

The Apollo program included two spacecraft: the Lunar Module (LM) to land on the moon and the Command Module (CM), which remained in lunar orbit (see Fig. 1). Each contained a combined voice and data recorder. The CM recorder used far-field microphones to record crew activity when radio communication was not possible (e.g., behind the Moon); the tape was replayed at high speed over a low-margin radio link when radio communication was reestablished. The LM recorder could not be rewound in flight, so its ten-hour capacity was selectively used during critical parts of the mission and the tape was returned to Earth.

2.1.2. Mission Control Center (MCC) audio

As many as 17 positions in the MCC were staffed at various times during the mission, and these flight controllers communicated among themselves and with “back room” specialists over dedicated intercom circuits (loops) (see. Fig. 1). Much of the complexity of managing a mission occurred on these loops. Speakers used close-talking microphones.

2.1.3. Space-to-ground communication

The 9 Apollo lunar missions lasted between 6 and nearly 13 days. Because of the trajectory, communication with the spacecraft was possible for about 90% of this time. These recordings exhibit highly variable channel characteristics because several different receiving stations and relay facilities were used. Speakers used close-talking microphones. Two versions are available, one with superimposed public affairs commentary.

Additionally, audio data is also available from pre- and post-mission sources such as:

2.1.4. Press conferences

Each mission included pre-mission and post-mission press conferences with the astronauts, and change-of-shift briefings by flight controllers. Many of these events include responses to audience questions, and they were generally recorded with far-field microphones.

2.1.5. Debriefs

Following each mission, the astronauts conducted a set of structured discussions in which specific aspects of the mission were reviewed, most recorded with far-field microphones.

2.1.6. Interviews

The NASA History Division has conducted interviews with about 270 Apollo participants, including astronauts, controllers, engineers, and managers, many with near-field microphones.

About 30% of this audio is presently available online; the remainder is available only on physical media from the NASA Johnson Space Center (JSC) Media Resource Center or (for the oral history interviews) the JSC History Office collection at the University of Houston, Clear Lake.

2.2. Text Data

In addition to the large audio collection, a vast amount of text is also available. Some of the prominent sources are:

1. Sample onboard audio: http://1.usa.gov/WPF12j
3. Sample space-to-ground: http://1.usa.gov/13gMEno
5. Sample oral history interview: http://cs.pn/13gMT1N
2.2.1. Transcripts
Space-to-ground and onboard audio were transcribed for engineering analysis, and PAO commentary was transcribed for press releases; all (except some onboard transcripts) have been processed using Optical Character Recognition (OCR), corrected, and extensively annotated. 6

2.2.2. Debriefs
Debriefs were also transcribed and are generally available in scanned but uncorrected form. MCC loop audio was not generally transcribed. Digital transcripts are available for oral history interviews, but few press conferences seem to have transcripts available.

2.2.3. Technical reports
More than 3,000 Apollo Program technical reports have been scanned, and another 10,000 could be scanned on request. These documents address a broad range of issues, including the design of, procedures for, management of, training for, and experience with Apollo spacecraft, launch vehicles, and ground facilities.

2.2.4. Digital Books/Manuscripts
Several dozen digital books and manuscripts that address the Apollo program are available online from the NASA History Division.

While the goal of capturing and organizing audio and document content from the entire Apollo program is an attractive mission, a major challenge exists before the entire effort can be fully realized. This represents extracting the audio from the 30-track synchronized recordings from NASA. As it turns out, the 30-track record/playback system used during the 12 year span does not presently exist. Only a 2-track playback system is available, and since the time track must be captured during each play-back, the digitizing process to extract this audio corpus will require re-digitizing each tape 29 times (since each mission might last 192 hours with 30 tracks operating for each hour, this would require a total of 5568 hours of digitizing for each Apollo mission). Presently, our group is working to reconstruct a high-end playback system which would streamline this process, and allow collaboration with NASA to expedite the digitizing process. Additional challenges include ensuring the highest playback quality as well as safeguarding the unique tapes.

3. Research Opportunities and Challenges
The sheer volume and complexity of the NASA Apollo data and the underlying operation provides many research opportunities and challenges for audio, speech and language processing. One fruitful area of research is content linking, which automatically binds text, video, or still image documents to audio material (and vice-versa) in a context-sensitive manner. While text-to-text content linking has been well researched, topic-based linking from spoken content has not yet been well investigated [1, 2, 3, 4]. Using the Apollo data, a number of relevant text-to-audio linking problems can be defined. Another interesting problem along similar lines is to synchronize two audio sources that share the same timeline (in absence of the time code). Here, Figure 2: Apollo data provides the opportunity to develop new information integration capability within an event reconstruction system using novel robust speech and language processing algorithms. several variants of this task exist, but the most challenging is to align one side of a conversation (e.g., words spoken by astronauts as recorded onboard the spaceship) with a two-sided recording of the same conversation (e.g., recordings of the radio circuit over which some but not all of those words were spoken) where recordings have markedly different channel characteristics (not to mention the relative time location of each speaker). Furthermore, selective integration of the space-to-ground audio with more than a dozen internal Mission Control Center (MCC) audio intercom “loops” is a complex and challenging audio integration task. Along similar lines, metadata extraction and information retrieval are other possible areas of research, which has been extensively explored for many domains such as broadcast news (BN), e-learning, parliamentary proceedings, sports (tennis, soccer, basketball etc.), movies, TV-shows, robotics, and security [5, 15, 7, 12].

The dataset also offers tremendous potential for traditional speech processing technology such as robust speech and speaker recognition. In the context of Apollo, this is a hard problem given that the audio has been observed to contain several artifacts such as (i) variable additive noise, (ii) variable channel characteristics, (iii) reverberation, and (iv) variable bandwidth accompanied with speech production issues (such as stress), and speech capture issues (such as astronaut speech captured while walking on the moon in spacesuits). Hence, this dataset would be different from traditional datasets (where all or at least a large proportion of the dataset is telephone speech). Additionally, the ability to use the dataset to support upstream NLP (natural language processing) tasks (and other interesting applications) can also foster new collaborative research effort where the knowledge extracted by speech and speaker recognition systems is employed to drive other systems.

In speech processing, most applications are focused on audio stream processing within a short context (i.e., several seconds to perhaps minutes or at most hours). Another domain of interest is speaker state analysis over several days, leading to the completion of a major task such as walking on the moon, along with a safe return. A number of studies have considered detection of speech under stress [18, 19, 20] and some over a short task period [23], or recognition of speech under stress [21, 22], but no studies to date have considered speaker state analysis of individuals over an extended critical period such as an Apollo mission. The diversity and variability of speaker state for astronauts over a 7-10 day mission offer a unique opportunity in monitoring individuals through voice communications.

6Example transcript: http://1.usa.gov/Xtymb3
Another possible area of research could be acoustic environment detection. Researchers have pursued environment estimation with an intent of generating relevant acoustic contextual knowledge to adjust/tune speech systems in order to deliver better performance [8, 9, 14]. Additionally, research has also been conducted on scene recognition system which use audio and other information sources to estimate the environment [10, 11]. Automatic estimation of background information in long-term audio has also been used to generate daily summaries and analysis for Life-Logging applications [13]. Finally, while stress detection represents an important tracking of speaker traits, the general problem of speaker variability for speaker identification (SID) represents a new challenging area for the current data context. Speaker recognition of both astronauts and scientists/engineers/mission specialists over extended periods with corresponding task stress, fatigue, zero gravity, channel/noise, and a range of other factors represents a new paradigm not ever seen in the most popular speaker ID evaluations (i.e., NIST SRE efforts). The resulting tagging of speakers, with both location, context, and potentially speaker state would offer a unique opportunity to explore new advancements for SID in a truly diverse range of speaker variability.

Figure 3: Quindar Tones were a means of in-band signaling for remote transmitted keying and release when transmitting from Earth.

4. Results

In this section, we present initial results on the Apollo dataset for various tasks.

4.1. Document Linking

To establish a baseline for content linking, we have built a simple system for linking a passage from a mission transcript with corresponding descriptions of the same event from manually transcribed post-mission oral gistory interviews [17]. When evaluated using Mean Reciprocal Rank (which awards partial credit for placing the proper interview passage second or third in a ranked list) for cases in which there was a known interview passage to be found, values of about 0.5 were obtained. This equates to an expected rank of 2, where random performance would yield a rank below 4,000. For practical reasons, these initial experiments were conducted on an uncorrected OCRd documents that had significant number of errors. This process generated better quality text which was then used to train a 3-gram language model of 38k words. Additionally, we prepared 11 hours of audio data with corresponding ground truth transcripts. Since the time alignments in the transcripts are known to be problematic, we ran forced alignment to eliminate possibly incorrect (or misaligned) transcripts. It was observed that about 75% of the transcripts (8 hours) failed forced alignment due to various issues such as (i) OCR errors (ii) background noise and/or (iii) unfaithful transcripts. The remaining 3 hours of data was split equally into adapt and evaluation sets. A conversational telephone acoustic model (trained on a mixture of switchboard and fisher datasets) was used as baseline, and using the adapt set, MLLR followed by MAP adaptation was executed. We obtained a word error rate (WER) of 92% and 77% for the baseline and adapted systems, respectively. Our experimental results reveal the difficulty of this task. In order to achieve an effective speech recognizer, high quality transcripts are necessary and generating this for Apollo 11 is non-trivial (inspite of transcription availability). We are currently exploring solutions that leverage other capabilities such as quindar tone detection to extract precision aligned transcripts.

4.2. Acoustic Signal Processing

The Apollo missions used quindar tones for in-band transmitter keying. The quindar tones can be heard before and after the Capsule Communicator (CapCom) communicates with the astronauts. Specifically, two types of Quindar tones were used, “intro tone” and “outro tone”. Fig. 3 shows the time-frequency signature of the quindar tones. The higher frequency “intro tone” at 2525Hz was used to activate the ground-to-space transmissions. The slightly lower frequency “outro tone” at 2475Hz was used to turn off the ground-to-space transmissions. Both “intro tone” and “outro tone” were 250ms long. Quindar tones are of interest because of their significance for several audio analysis tasks such as synchronizing audios from different audio tracks or recovering a true sampling rate that was corrupted when played back in a repaired 30-track Soundscriber machine from 1960. Therefore, we developed a Quindar tone detection tool by modifying traditional single tone detection algorithm to be robust to distortions caused by channel noise as well as pitch shifting [16]. Based on an initial evaluation test on the Apollo 11 mission audio, approximate of 90% of the Quindar tones could be detected at about a 10% false alarm rate.

4.3. Speech Recognition

We setup an initial ASR probe experiment with Apollo 11 data. We gathered text data from the sources mentioned in Sec. 2.2 (excluding Apollo 11) for the language model. We had to run modern OCR systems on original documents as the previously OCRd documents had significant number of errors. This process generated better quality text which was then used to train a 3-gram language model of 38k words. Additionally, we prepared 11 hours of audio data with corresponding ground truth transcripts. Since the time alignments in the transcripts are known to be problematic, we ran forced alignment to eliminate possibly incorrect (or misaligned) transcripts. It was observed that about 75% of the transcripts (8 hours) failed forced alignment due to various issues such as (i) OCR errors (ii) background noise and/or (iii) unfaithful transcripts. The remaining 3 hours of data was split equally into adapt and evaluation sets. A conversational telephone acoustic model (trained on a mixture of switchboard and fisher datasets) was used as baseline, and using the adapt set, MLLR followed by MAP adaptation was executed. We obtained a word error rate (WER) of 92% and 77% for the baseline and adapted systems, respectively. Our experimental results reveal the difficulty of this task. In order to achieve an effective speech recognizer, high quality transcripts are necessary and generating this for Apollo 11 is non-trivial (inspite of transcription availability). We are currently exploring solutions that leverage other capabilities such as quindar tone detection to extract precision aligned transcripts.

5. Conclusion

The Apollo dataset contains enormous opportunities and challenges. In this paper, we demonstrated how the Apollo dataset can foster research in document linking (both text-to-audio and audio-to-text). We have also shown that the dataset may be interesting to speech and speaker recognition community, as it poses challenging conditions such as channel variability, time-varying background noise, and speech production variability. We are confident that we have merely scratched the surface in terms of identifying the various novel problems that can be elegantly solved using the Apollo dataset. More importantly, we also wish to point out that this dataset is like no other in terms of complexity, scope, significance, potential and availability. Currently, we are working towards gathering, organizing and publishing this material with an intention of making it available to the research community.
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