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Abstract

This paper describes a system for recognizing distress calls and home automation voice commands in a smart-home. Distress calls are recognized with the purpose of assisting people in their own homes: when they are detected, a phone call is automatically established with a contact in a address book and the person can request for assistance. The voice call is established through a voice over IP stack, with hands-free communication guaranteed by an acoustic echo canceller. The acoustic environment is constantly monitored by several low-consuming devices distributed throughout the home. In each device, a voice activity detector detects speech segments, and a speech recognition engine recognizes commands and distress calls. Robustness to environmental disturbances has been increased by employing Power Normalized Cepstral Coefficients and by using an adaptive algorithm for interference cancellation. An Italian speech corpus of home automation commands and distress calls has been developed for evaluation purposes. The corpus has been recorded in a real room using multiple microphones, and each sentence has been uttered both in normal and shouted speaking styles. The system performance has been assessed in terms of commands/distress recognition accuracy in order to prove the effectiveness of the approach.

Index Terms: automatic speech recognition, ambient assisted living, home automation, emergency state recognition

1. Introduction

The ever increasing percentage of old people in the most developed countries is posing a great challenge in social healthcare systems [1]. The effort required by formal care givers for supporting older people can be enormous, and this requires an increase in the efficiency and effectiveness of today’s care. One way to achieve such a goal is the use of technologies for supporting and assisting people in their own homes.

Usually, these technologies incorporate application dependent sensors, such as vital sensors or video cameras, but recent studies [2, 3] have demonstrated that people prefer less invasive sensors, such as microphones. Several works appeared in the literature that exploit audio signals only: in [2], the presented system acquires audio signals using multiple microphones positioned on the ceiling and on floor lamps and emergencies are detected by classifying audio events (e.g., clapping, coughing). Based on the classification outcomes, a reasoning model then identifies dangerous situations and determines if an alarm should be raised or not.

Vacher et al. [4, 5] describe a system for telemonitoring based on speech recognition technology. The system is composed of an audio analysis module which segments the incoming signal, and then classifies it as being speech or not. In the first case, the segment is processed by a speech recognizer that captures home automation commands as well as distress calls. In the second, a sound classifier determines the class of the signal (e.g., door slap, step, object falling, etc.). In [6], keywords recognition and voice stress classification are combined in a single system. The keywords recognizer, based on Dynamic Time Warping and k-Nearest Neighbour, detects words that indicate emergency situations. The voice stress classifier determines if the speech on input is affected by fear or anger. The two outputs are then used by an action-taking module that undertakes the appropriate actions.

The system presented in this paper integrates the automatic recognition of emergency states and home automation commands with remote assistance and hands-free communication. The acoustic environment is constantly monitored to detect speech signals by means of a Voice Activity Detector (VAD), and a speech recognizer based on PocketSphinx [7] detects distress calls and voice commands. Robustness against noise and reverberation is increased by integrating Power Normalized Cepstral Coefficients (PNCC) [8] in the engine and reducing known sources of interferences by means of an interference cancellation module. When a distress call is detected, the system automatically establishes a hands-free communication with one of the contacts present in an address book. The person can then ask for assistance, explain the reason of the distress call and be reassured. The paper describes the entire architecture of the proposed system and presents its current state of development. Being an ongoing project, the preliminary evaluation assesses the performance of the recognition system, while future works will be devoted to subjective testing of the complete system. The performance of the system has been assessed by building a new corpus of Italian speech acquired in a realistic scenario.

The outline of the paper is the following: Section 2 presents the system architecture, as well as the algorithms for commands and distress calls recognition, and hands-free communication. Section 3 presents ITAAL, a new Italian corpus of home automation commands and distress calls. Section 4 describes the experiments conducted to assess the recognition performance. Finally, Section 5 concludes the paper and presents future developments.

2. The proposed system

The proposed system integrates acoustic monitoring for emergency detection, hands-free communication services and recog-
Figure 1: Architecture of the proposed system.

Figure 2: The Local Multimedia Control Unit.

2.1. Local multimedia control unit

The block-scheme of the local multimedia control unit is shown in Figure 2. The audio signal is acquired by means of a single microphone, then a VAD selects the audio segments containing the voice signal. In the current implementation, speech activity detection follows a simple energy-based approach [9], but future works will take into consideration more advanced approaches [10]. The interference cancellation module reduces sounds coming from known audio sources (e.g., from a television or a radio). In the current implementation, the interference is acquired through an analogue line-in interface.

The LMCU operates in two states: “monitoring”, and “calling”. In the first, the speech recognition engine is active and detects home automation commands and distress calls. The “calling” state occurs when a phone call is ongoing: in this case, the speech recognition engine is disabled and the Acoustic Echo Canceller (AEC) and the entire VoIP stack are active. The LMCU enters in this state either when it receives a phone call, or when the call is automatically started because of the detection an emergency. Hands-free communication is guaranteed by the VoIP a stack and the AEC. In brief, the VoIP stack is based on the Session Initiation Protocol (SIP) [11], the Real-time Transport Protocol (RTP) and RTP Control Protocol. The hardware platform of the LMCU is based on the ARM Cortex-A8 CPU and on the embedded Linux distribution by Linaro.

2.2. Acoustic Echo & Interference Cancellation

In hands-free communication, the acoustic coupling between the loudspeaker and the microphone via the impulse response of the room in which they are located creates acoustic echoes. Acoustic echo cancellation algorithms are needed in order to remove the echo and to ensure that the ongoing communication is of sufficient quality. Several approaches have been proposed in the literature to address the AEC problem [12]. In the system presented in this paper, the approach implemented in the Speex codec has been used [13, 14]. Without entering into the details, AEC in Speex is based on the Multidelay Block Frequency Domain (MDF) adaptive filter, and double-talk is handled by dynamically varying the filters coefficients adaptation step-size.

The same algorithm has been employed to reduce a known source of interference, such as the sound coming from a television or a radio. As aforementioned, the interference is acquired connecting the output of the source device (e.g., television, radio, etc.), to the input of the LMCU. This signal then becomes the “far-end” (reference) signal of acoustic echo cancellation algorithms. Testing of the algorithm in synthetic conditions reported that convergence is reached after about 5 s, with an Echo Return Loss Enhancement (ERLE) of 30 dB and a CPU occupancy of 6.65%. In the experiment, the filter length was set to 1024 taps, the sampling frequency to 16 kHz and the synthetic impulse response was 1024 taps long with a reverberation time of 250 ms.

2.3. Commands and distress calls recognition

Commands and distress calls recognition is performed by means of the PocketSphinx [7] speech recognition engine. PocketSphinx has been chosen because it includes several optimizations that make it suitable for embedded devices. The next sections illustrate the feature extraction stage, and the acoustic and the language models structures and parameters.

1http://www.linaro.org
2.3.1. Feature extraction

Currently, in most speech recognition systems features are represented by Mel-Frequency Cepstral Coefficients (MFCC) and their first and second derivatives [15]. Cepstral mean normalization is usually applied on the static coefficients to improve the robustness against channel mismatch.

In order to increase the robustness against noise and reverberation, several approaches have been proposed that operate before [16–18], or directly inside the MFCC feature extraction pipeline [18–21]. An alternative solution is using a different set of features that are intrinsically more robust. Power Normalized Cepstral Coefficients (PNCC) [8] are member of this family of approaches and they have demonstrated their effectiveness at the cost of a modest increment of computational burden. The main innovations with respect to MFCCs are the replacement of the logarithmic non-linearity with a power function non-linearity, the introduction of the “medium-time processing” stage that operates on segments with duration of 50–120 ms, the use “asymmetric non-linear filtering” to estimate background noise and the use of “temporal masking”.

In the proposed system, features are extracted from signals sampled at 16 kHz and PNCC are parameterised as in [8]. The final feature vector is composed of 13 mean normalized static coefficients and their first and second derivatives.

The PNCC feature extraction pipeline has been implemented in C language4, and integrated in PocketSphinx.

2.3.2. Acoustic model

The acoustic model has been trained and parametrised using the APASCI corpus [22]. The corpus is composed of Italian speech utterances recorded in a quiet room with a vocabulary of about 3000 words. Training has been performed on the training set part of the speaker independent subset. This set is composed of 1310 sentences uttered by 30 females and 30 males having a total duration of about 105 minutes. The APASCI test set is composed of 860 utterances spoken by 20 males and 20 females and it has a total duration of about 69 minutes.

The acoustic model structure is continuous with 3 states per phones (without skip) and 200 senones (tied states). The number of gaussians per state has been set to 4. These values have been selected using the APASCI speaker independent test set as development set and a world loop grammar as language model. The obtained word recognition accuracy is 64.5%. Special care must be taken to reject out of grammar sentences in order to avoid possible false positives. The current version of the PocketSphinx (version 0.8) is not able to perform rejection order to avoid possible false positives. The current version of the language model must be taken to reject out of grammar sentences in order to avoid possible false positives. The current version of the PocketSphinx (version 0.8) is not able to perform rejection order to avoid possible false positives. 

The approach to reject of out of grammar words is inspired by the technique of Vertanen [25]. This consists in training a special “garbage phone” that represents a generic word phone replacing the actual phonetic transcription of a percentage of the vocabulary words with a sequence of garbage phones. Then, in the recognition dictionary a garbage word is introduced whose phonetic transcription is the single garbage phone. Here, training of the garbage phone has been performed substituting 10% of the phonetic transcriptions of the words present in the training vocabulary. Words have been chosen so that each phone of the Italian language is equally represented, so that they are all trained with the same amount of data. The CPU occupancy of the recognition engine (comprising the feature extraction stage) is about 20%.

Robustness to mismatches between training and testing conditions can be improved by adapting the acoustic model. Before using the system for the first time, the user is asked to speak a set of phonetically rich sentences so that all phones of the Italian language are trained using the same amount of data. Adaptation is performed by means of Maximum Likelihood Linear Regression (MLLR) [26], since it works best when the amount of data for adaptation is limited.

2.3.3. Language model

The language model is represented by a simple finite state grammar (an excerpt is shown in Figure 3). The grammar comprises both home automation commands and distress calls. The word GARBAGE is mapped to the GP phone in the dictionary, and sequences of one or more garbage words are automatically ignored. Stop-words, such as articles and prepositions, are also ignored by the system.

3. The ITAAL speech corpus

In order to assess the recognition performance of the system, a speech corpus of home automation commands and distress calls has been created4. The corpus is composed of utterances spoken by 20 native Italian speakers, half males and half females. The average age of the speakers is 41.70 years with a standard deviation of 11.17 years. Recordings have been performed using both a headset microphone (AKG C 555 L) and an array composed of four C 400 BL hypercardioid microphones spaced by 4 cm and placed on a table 80 cm height. The room measured 9.7 m × 8.0 m × 2.9 m, with a reverberation time (Ti0) of 0.72 s. Each person spoke the corpus sentences standing in front of the microphone array at a distance of 3 m. Signals have been acquired with a sample rate of 48 kHz using a MOTU 8pre sound interface, and they were later downsampled to 16 kHz. People were asked to read three groups of sentences in Italian: home automation commands (e.g., “close the door”), distress calls (e.g., “help!”) and phonetically rich sentences. The latter sentences have been extracted from the “speaker independent” set of the APASCI corpus and they cover all the phones of the Italian language.

Every sentence was spoken both in normal and shouted conditions, with the home automation commands and the phonetically rich sentences pronounced without emotional inflection. In contrast, people were asked to speak distress calls as they were frightened. Figure 4 on the left shows the pitch distribution for the 10 male speakers both for the normal and shouted speaking style utterances. Females’ pitch distribution presents the same behaviour, but it is not reported for the sake of conciseness. It can be noticed that in shouted utterances, the pitch shifts towards higher frequencies and the overall variance is increased.

\[\text{http://www.a3lab.dii.univpm.it/projects/itaal}\]

---

4http://www.a3lab.dii.univpm.it/projects/itaal
4. Experiments

This section describes the experiments conducted to assess the performance of the recognition module parametrised as described in Section 2.3. Experiments have been performed on the ITAAL corpus, in particular on the signals acquired from headset microphone and from one of the central microphones of the array. Based on the Italian speech corpus composition, the system has been evaluated on four tasks: recognition of home automation commands and distress calls uttered in normal and shouted speaking styles. Each task has been evaluated with and without adapting the acoustic model.

For each task, the evaluation metric is the sentence recognition accuracy, i.e., the ratio between the number of correctly recognized sentences and the total number of sentences.

4.1. Performance without speaker adaptation

Table 2 (“Baseline” rows) shows the obtained results. The accuracy on the headset microphone signals exceeds 90% in each task, with the only exception being shouted commands recognition. In shouted speech, a similar performance decrease can be also observed in distress call recognition. The results obtained using the single distant-talk microphone can certainly be improved, in particular in the command recognition task. The main reason is the high mismatch between training and testing conditions, with test files being highly reverberated (as pointed out in Section 3, the $T_{60}$ of the room is 0.72 s). Consider also that the acoustic model parameters have been chosen using the APASCI test set, thus on noise and reverberation free signals (see Section 2.3.2). The performance difference between normal and shouted conditions is evident also on the distant microphone signals, and this is consistent with the results in [29].

4.2. Performance with speaker adaptation

Acoustic model adaptation has been performed separately for each speaker, for each talking style (normal, shouted) and for each microphone (headset, distant) on the phonetically rich sentences of ITAAL.

Table 2 (“MLLR” rows) shows the obtained results: on the headset microphone, the introduction of speaker adaptation produces a significant performance improvement over non-adapted results. Other than for the acoustic conditions, the improvement can be attributed also to the different accent between the APASCI corpus speakers (northern Italy) and the ITAAL ones (central Italy). As expected, shouted speaking style improvements are more significant.

The improvement of recognition accuracy using the distant talking microphone is more evident, reaching an average of 21.67%. It is interesting to note that while commands recognition performance can certainly be improved, distress calls recognition can still be considered satisfactory for being employed in a real scenario.

5. Conclusions

In this paper, a system for the emergency detection and the remote assistance in a smart-home has been presented. The proposed system is composed of multiple local multimedia control units that actively monitor the acoustic environment, and one central management and processing unit that coordinates the system. The acoustic environment is monitored by means of a voice activity detector, an interference removal module, and a speech recognizer based on the PocketSphinx open source engine recognizes distress calls and voice commands addressed to the home automation system. When a distress call is detected, a phone call is automatically established with one of the contacts of the address book. Hands-free communication is possible by means of a VoIP stack based on the SIP protocol, and the Speex acoustic echo canceller. Experiments have been conducted to assess the recognition capabilities using ITAAL, a new Italian speech corpus of distress calls and home automation commands recorded in a realistic scenario. The results showed that adapting the recognizer acoustic model by means of phonetically balanced sentences the system is able to achieve a distress call recognition accuracy of 85.00% in normal speaking styles utterances, and 72.67% in shouted speaking style ones.

In future works, algorithms will be integrated to improve the recognition accuracy on shouted speech, for example detecting the speaking style as in [30, 31], and multiple microphone channels will be employed to increase the performance using distant talking conditions. Finally, the interference cancellation algorithm will be tested in real scenarios and a subjective evaluation will be carried out to establish the effectiveness of the overall system.
6. References


