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Abstract

In this paper, we present a hybrid system that combines the Joint Multi-gram Model (JMM) and the Conditional Random Field (CRF) classifiers to solve the Grapheme-to-Phone (G2P) conversion problem. JMM is a generative language model for the $n$-grams of the joint letter-phone units. JMM is able to model longer phonetic contextual information. However, it is difficult to incorporate complex features, such as syllabification structures, to JMM. On the other hand, CRFs can be used to perform G2P by formulating the task as a sequence-labeling problem. CRFs are discriminative classifiers that can incorporate complex feature functions. However, modeling in CRFs requires the alignment between the letters and phones. Furthermore, traditional linear chain CRFs usually only employ bigram output information for practical reasons, which is not sufficient for this task. In this work, JMM and CRFs are combined in tandem to yield the JMM-CRF hybrid system that benefits from both of the individual approaches. Results on the CMUDict and CELEX databases show that the proposed hybrid system consistently outperforms the individual JMM and CRF systems. Finally, syllabic features are incorporated into the CRFs as additional features and achieve further performance improvement with the hybrid system.

Index Terms: grapheme-to-phone conversion, conditional random fields, joint multi-gram model, speech recognition

1. Introduction

Grapheme-to-phone conversion (G2P) refers to predicting pronunciation of a word given its orthography. It has important applications in human language technologies, especially in speech synthesis, speech recognition and open vocabulary spoken term detection. Many different approaches have been explored by researchers for the G2P conversion. Sejnowski [1] applied neural network for G2P on NETtalk. The input of the network is a context window of plus/minus three letters. Hain [2] used a feedforward neural network for G2P conversion process and propose a simple algorithm to generate the G2P matching database with a phonetic dictionary as input. In decision tree approach [3], the tree is grown by testing a set of binary questions for each node, and choosing the best question according the information criterion. Hidden Markov Model [4] is employed for G2P task, in which graphemes are observations and states are phones to form a Markov chain.

More recently, a theoretically stringent probabilistic framework called Joint-Multigram Model (JMM) is proposed by Bisani and Ney [5]. In this model, graphemes and phones are modelled together via their joint probabilities. For each word, the letter sequence and its corresponding pronunciation form a joint sequence. A language modelling technique is applied on the joint sequences. As such, JMM is a generative model. Another popular approach is to employ discriminative classifiers, such as Conditional Random Fields (CRFs) [6, 7, 8], for G2P. Since CRFs maximize the conditional probabilities between graphemes and phones directly, G2P could be formulated as a sequential labelling problem. More recently, Jouvet [9] compared JMM and CRFs for multiple pronunciation prediction in speech recognition. They join the pronunciation prediction lists from JMM-based and CRFs-based converters together as ASR lexicons. The results show that the training process is robust to some errors in pronunciation lexicon, whereas pronunciation lexicon errors are harmful in the decoding process. The joint prediction lexicon works better than using any of these two system independently. This may indicate the complimentary modelling capabilities between JMM and CRFs.

In this paper, we propose combining the JMM and CRF classifiers to yield a hybrid G2P system. Specifically, multiple letter-phone alignments extracted from the JMM lattices are used by CRF to perform G2P conversion. The union of the lattices generated by CRF are then composed with the JMM lattice to produce the final lattice, from which the best phone sequence can be obtained. The final lattice encodes a weighted combination of the JMM and CRF scores, where the weights can be empirically adjusted to optimize development data performance. Moreover, motivated by the finding in [10] that syllabification information can help improve the G2P performance, we further investigate the effectiveness of incorporating a set of syllabic features into CRFs.

The structure of the paper is as follows. Firstly, the theoretical framework of JMM and CRFs are introduced in Section 2. Section 3 presents the proposed JMM-CRF hybrid system for G2P. Section 4 describes the CRFs features, including the new sets of features derived from syllabic information. Experimental results based on the CMUDict and CELEX databases are reported in Section 5. We evaluate each individual models and the hybrid system. We also test the effectiveness of syllabic features in this section. Finally, Section 6 summarizes the results and gives the conclusions.

2. Grapheme-to-phone Conversion

2.1. Joint Multi-gram Model

The fundamental idea of Joint Multi-gram Model (JMM) is to model the joint probability of both the letter and phone sequences by considering all possible letter-phone alignments. According to the JMM formulation, the optimum phone sequence is obtained using the following Bayes’ decision rule:

$$q_{\text{G2P}} = \arg \max_{q \in Q} P(g, q | \theta_{\text{G2P}})$$  \hspace{1cm} (1)
where g and q denote the letter and phone sequences, respectively. $\theta_{\text{JMM}}$ are the JMM parameters. $q_{\text{JMM}}$ is the best phone sequence obtained from a set of possible phone sequences, Q. JMM treats the segmentation (or alignment) of the letter and phone sequences as the hidden variable. Therefore, the joint probability, $P(g, q)$, is determined by summing over all matching joint units sequences:

$$P(g, q) = \sum_{u \in S(g, q)} P(u)$$

(2)

where $S(g, q)$ represents all possible segmentations; $u = u_1, u_2, \ldots, u_K$ denotes a sequence of joint units. Each joint unit represents a pair of letter and phone strings. Therefore, the probability of u can be modeled using a standard n-gram language model approximation:

$$P(u) \geq \prod_{j=1}^{K} P(u_j | u_{j-1}, \ldots, u_{j-n+1})$$

(3)

In this work, we constrained the letter-phone alignments such that each joint unit maps zero or one letter to zero or one phone. That is to say, one phone (letter) can only be mapped to at most one letter (phone).

### 2.2. Conditional Random Fields

Conditional Random Fields (CRFs) model the conditional probability distribution of the label sequence given an observation sequence [11]. Due to its probabilistic interpretation and discriminative characteristics, CRFs are widely adopted in many natural language processing [12] and spoken language processing [13] tasks. In this work, we treat the G2P conversion as a sequential labelling problem. That is, given the word spelling, g, the optimum phonetic pronunciation, $\hat{q}$, is predicted as follows:

$$q_{\text{CRF}} = \arg \max_{q \in Q} P(q|g, \theta_{\text{CRF}})$$

(4)

where $\theta_{\text{CRF}}$ denotes the CRF model parameters. Formally, a first-order linear-chain CRFs, which assumes the first-order Markov property, defines the conditional probability of a label sequence q = $(q_1, q_2, \ldots, q_n)$ given input g = $(g_1, g_2, \ldots, g_m)$ as in Eqn. 3:

$$P(q|g; \lambda) = \frac{1}{Z(g; \lambda)} \exp \left( \sum_{m} \lambda_m F_m(g, q) \right)$$

(5)

$F_m(g, q)$ denotes the m-th feature function. Typically, CRFs are able to handle a large set of feature-functions that captures a long span of contextual information. The details about the feature functions used in this work, including the syllabic features, will be described in Section 4. $Z(g; \lambda)$ is the normalizing factor to ensure the conditional probabilities sum up to 1. Although higher order CRFs with more complex graphical model structures can be used for CRFs, it is more robust and computationally more efficient to train linear-chain CRFs. However, in order to apply linear-chain CRFs to G2P conversion, the letter-phone alignment needs to be provided explicitly. Therefore, it motivates us to look into combining CRFs and JMM to yield a hybrid system, which will be described in Section 3.

### 3. JMM-CRF Hybrid System

This section describes the proposed JMM-CRF hybrid system that integrates the JMM and CRF models in a probabilistic way so that the resulting system will benefit from the merits of both approaches. On one hand, JMM is able to analyze and decode multiple letter-phone alignments efficiently and captures a longer contextual information for the output labels. On the other hand, CRFs can easily incorporate complex feature functions and performs discriminative classification.

The JMM-CRF system works by first performing G2P conversion using the generative JMM model to obtain multiple hypotheses in the form of a lattice. Multiple letter-phone alignments are then extracted from the JMM lattice. For each alignment, a linear-chain CRF model is used to obtain a confusion network. A CRF lattice can then be constructed by taking the union of these confusion networks. Finally, the JMM and CRF lattices are combined together to form a final decoding lattice from which the best phone sequence is obtained. Since the lattices and confusion networks can be conveniently represented in the form of Weighted Finite-State Transducers (WFST), the manipulation of the JMM and CRF lattices can be easily achieved by means of WFST operations.

Fig. 1 shows a schematic diagram of the proposed JMM-CRF system. The JMM-CRF decoding involves three major steps: 1) Generation of the JMM lattices and extraction of multiple alignments; 2) Generation of the CRF confusion networks and the construction of the CRF lattices; and 3) Generation of the weighted combination of the JMM and CRF lattices and finding the best phone sequence. These steps will be described in the following sub-sections.

#### 3.1. JMM Lattice Generation

We used the Sequitur G2P software provided by [5] to perform JMM decoding. Instead of generating the 1-best prediction, we generate multiple hypotheses in the form of a lattice, which encodes the most likely translations of the source sequence. Each path in the lattice uniquely corresponds to an alignment of the source sequence and a possible translation. The JMM lattices are represented as Weighted Finite-State Transducers (WFSTs), which are denoted by $F_{\text{JMM}}$. The input and output labels of the arcs in $F_{\text{JMM}}$ are given by the joint units. An example of $F_{\text{JMM}}$ for the word ‘BOX’ is given as the first WFST in Fig. 1. From the JMM lattice, multiple letter-phone segmentations can be be extracted. In this case, there are two possible segmentations: B • O • X and B • O • • X. The underscore ‘_’ is used to denote an empty symbol.

#### 3.2. CRF Lattice Generation

Given a list of possible letter-phone segmentations, a linear-chain CRF is used to perform G2P for each segmentation. The open source CRF++ software was used for CRFs training and decoding. Instead of generating only the 1-best results, a CRF confusion network can be generated for each segmentation. There are multiple arcs spanning across each segment to represent the possible output phones. The arc weights are given by the CRF posterior probabilities. The second and third WFSTs in Fig. 1 show examples of CRF confusion networks obtained from two different segmentations. A CRF lattice, $F_{\text{CRF}}$, can be obtained by performing a WFST union operation to all the CRF confusion networks.

1http://crfpp.sourceforge.net/
3.3. A Weighted Combination of JMM and CRF Lattices

The JMM lattices \( F_{\text{JMM}} \) and CRF lattices \( F_{\text{CRF}} \) contain multiple hypotheses weighted by the JMM log likelihood scores and the CRF log posterior scores respectively. These two lattices can be easily combined together using the WFST composition operation. Such an operation essentially finds the intersection of these two lattices and assigns the weights as the sum of the JMM and CRF weights. Therefore, the proposed JMM-CRF system predicts the best phone sequence as follows:

\[
\hat{q}_{\text{JMM+CRF}} = \arg \max_{q \in Q} \left\{ \alpha \log P(q; g|\theta_{\text{JMM}}) + (1 - \alpha) \log P(q|g, \theta_{\text{CRF}}) \right\} \tag{6}
\]

where \( \alpha \) is a weight parameter that can be adjusted to find a good compromise between the JMM and CRF models.

4. Feature Functions for CRFs

This section describes the features used for CRFs, which are classified into two categories, as shown in Table 4. The orthographic features are the possible \( n \)-gram features extracted directly from the input letter sequence with a window length of 9 letters. Secondly, the syllabic features are a group of syllabification related information. In addition to using the syllable identity itself (referred to as Syllable in Table 4) as a feature, we also include two flag features, Beg of syl and End of syl, to indicate whether the current position is the beginning or end of a syllable. Besides, there are also two location-based features: 1) the letter index in the current syllable (LetID in syl) and the syllable index in the current word (SylID in wd). Table 4 gives an example of the input features associated with the output phone /uw/ at the third segment, which maps to the letter ‘U’. It is located at the end of syllable ‘CU’ (End of syl = 1); it is also the second letter in the syllable (LetID in syl = 2) and the syllable ‘CU’ is the first syllable in the word (SylID in wd = 1).

5. Experiments

We evaluate the individual and hybrid systems on the CMUDict\(^2\) and CELEX [14] English dictionaries. The CMUDict dictionary contains a total of 133252 words. After removing duplicate words, we randomly select 8000 words as development set and another 4000 words for evaluation. The remaining 111616 words are used as training data. The weight parameter, \( \alpha \), was tuned on the development set. On the other hand, the CELEX English dictionary contains 62821 unique words. In order to get reliable results on this relatively small lexicon, we employ a 10-fold cross-validation to evaluate the models. We first divide the data equally into 10 subsets, each time choosing one for development, one for evaluation and the remaining 8 subsets for training. We use the phone error rate (PER) and word error rate (WER) as evaluation metric.

We first build separate baseline JMM and CRFs models. The best JMM configuration is 9-gram for CMUDict and 8-gram for CELEX. The JMM system was used to generate the

\(^2\)http://www.speech.cs.cmu.edu/cgi-bin/cmudict
alignment for both training and testing. The reference phone sequence was used for alignment during training. However, during decoding, the 1-best prediction from JMM was used instead. In order to compare the effectiveness of the syllabic features, two CRF models were constructed, with and without the syllabic features. Because there is no reference syllable for CMUDict, we get the syllabification information from [15]. They provide syllable boundary for phone sequence which is generated automatically using a structure SVM approach with 95% accuracy. We then map the phonetic syllable boundary to the orthographic syllable boundary according to the alignment. Experimental results of the baseline models on the evaluation sets are shown in Table 2. Both CRF_base (without syllabic features) and CRF_syl (with syllabic features) models performed slightly worse than JMM. Furthermore, adding the syllabic features to CRFs only gave marginal absolute WER reduction of 0.95% and 2.28% for CMUDict and CELEX respectively. Since we are going to combine JMM with CRFs, it is important to measure the quality of the JMM lattices in order to determine the appropriate lattice size for combination. In this work, we approximate the JMM lattices using \( N \)-best hypotheses. The oracle test results of different \( N \)-best lists for JMM on CMUDict are shown in Fig. 2. As \( N \) increases from 1 to 3, the PER and WER decrease from 6.96% and 28.54% to 2.61% and 11.99% respectively. When \( N = 10 \), the PER and WER reduced to 0.83% and 4.32% respectively.

Next, we evaluated the performance of the proposed JMM-CRF hybrid systems. We combine JMM with either CRF_base or CRF_syl. For each combination, we use either the 10-best hypotheses (JMM_10best) or the full lattice obtained from the JMM decoding (JMM_full). The WEER and PER results are shown in Table 3. In general, the proposed JMM-CRF hybrid systems consistently outperformed the best individual systems. When combining using the full JMM lattices, the hybrid system achieved 2.28% and 3.65% absolute WER reduction without and with the syllabic features respectively. Using 10-best hypotheses instead of the full JMM lattices leads to only marginal increase in error rates. This shows that keeping only the 10-best hypotheses from JMM is sufficient for subsequent combination with the CRF lattices. Therefore, in the following CELEX experiments, we only use the JMM 10-best outputs for combination. It is interesting to note that adding the syllabic features to the hybrid system gave a much larger absolute error rate reduction compared to the individual CRFs systems. The JMM-CRF_syl_full system gave the best results on the CMUDict evaluation, with 5.73% PER and 24.89% WER.

Finally, Table 4 gives the results of the proposed hybrid G2P conversion method for the individual cross-validation subsets. As before, we found that the hybrid system consistently outperform the individual systems. The JMM-CRF_base system achieved an average WER of 8.30%, which is 0.64% absolute lower than the baseline JMM. The PER further reduced to 7.67% when using syllabic features in the hybrid system. In general, JMM-CRF_syl consistently outperformed JMM-CRF_base both in terms of PER and WER across all cross-validation subsets.

### 6. Conclusions

In this work, we have proposed a JMM-CRF hybrid system for grapheme-to-phone conversion that combines the Joint Multigram Model (JMM) and the Conditional Random Field (CRF) classifier. JMM is an \( n \)-gram language model for the letter-phone joint units that can be used to predict the pronunciation given the letter sequence. In JMM-CRF, JMM is used to generate lattices that represent multiple letter-phone segmentations. A linear chain CRF model is used to rescore all possible segmentations in the JMM lattice. Both the JMM and CRF scores are then used to obtain the best hypotheses from these lattices. The outputs from JMM and CRF can be conveniently represented in the form of Weighted Finite State Transducers (WFSTs). Composing the two WFSTs and finding the shortest path leads to the desired solution. Furthermore, syllabic information can be easily incorporated into CRFs as additional features. Experimental results on the CMUDict and CELEX databases show that the proposed JMM-CRF hybrid system consistently outperformed both the individual systems. The syllabic features have also been experimentally shown to improve G2P performance, especially when integrating with JMM.
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