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Abstract

To train a code switching language model for mixed language speech recognition, we propose to assign weights to the sentence pairs in the parallel text data. The code switching language model which is composed of the code switching boundary prediction model, code switching translation model and reconstruction model is incorporated with a language for mixed language speech recognition. The code switching translation model which is trained using selected subsets of the sentence pairs in the parallel text data allows the decoder to make the decision whether a phrase is in the matrix language or in the embedded language. Moreover, we propose a weighting procedure while training the code switching translation model. We evaluate our method on Mandarin-English code switching lecture speech and lunch conversations. Our proposed method reduces word error rate by a statistically significant 1.74% on the lecture speech, and by 1.29% on the lunch conversation over the conventional interpolated language model.

Index Terms: mixed language, language model, code switching

1. Introduction

Large scale social changes lead to a considerable increase of the population that speak more than one language. Multilingual people often code switch, or mix words or phrases in the other language when they speak. The principal language in the mixed language sentence is the matrix language (ML), and the secondary, foreign language of the mixed words or phrases is the embedded language (EL) [2].

Speech recognition for such significant mixed language phenomenon is becoming important. There are two approaches of mixed language speech recognition. One is to segment the mixed language speech into segments, each segment is in either the matrix language or the embedded language. After the languages of the speech segments are identified, each speech segment is recognized by the speech recognition system of the corresponding language [3, 4, 5, 6]. In these works, the accuracies of the speech recognition systems depend on the accuracies of the segmentation and the language identification. The performance of the method is affected since there is no pause to indicate the code switching boundaries of the speech segments and the duration of the embedded word or phrase is too short for the language of the speech segments to be identified.

The other approach is to train a universal set of acoustic models and a language model which can handle both the matrix and embedded languages [7, 8, 9]. The main challenge of this approach is the lack of mixed language text data for training the language models. It has been found that code switching does not occur in positions where the order of the words is inverted between the matrix language and the embedded language [10, 11, 12], which corresponds to an inversion constraint in statistical machine translation (SMT) [13, 14]. Based on this, we incorporate a monolingual language model and a code switching language model composed of a boundary prediction model, a translation model and a reconstruction model. The monolingual language model is trained using text data in the matrix language. Subject to the inversion constrain, the code switching language model is trained using parallel text in the matrix and embedded languages. We also generate in-domain parallel text data using a statistical machine translation system. This can solve the sparse data problem of the language model for mixed language speech recognition. However, the use of parallel text is at the cost of specificity: either the data is unrelated to the task, or the data is small and generated by a machine. To better make use of the parallel text, sample weighting for language model training and translation model training [15, 16, 17].

In this paper, we propose to incorporate weights in the phrase training procedure of the code switching translation model. By weighting the sentence pairs in the parallel text data, the code switching translation model strikes a balance between the small in-domain machine generated data and the out-of-domain data.

2. Code Switching Language Modeling with Syntactic Constraint

Instead of using the code switching text data which is rare to train a language model, we use a monolingual language model in the matrix language together with the code switching language model as follows:

\[
P(W_1^M) = \sum_{w_1^m} P(w_1^m)P(W_1^M|w_1^m) \tag{1}
\]

where \(W_1^M\) is in mixed language, and \(w_1^m\) is in the matrix language. The code switching language model \(P(W_1^M|w_1^m)\) is the composition of a monolingual language model in the matrix language, a code switching boundary prediction model, a code switching translation model and a reconstruction model to avoid propagated error and to incorporate syntactic constraint of code switching speech.

The code switching language model can be modeled as

\[
P(W_1^M|w_1^m) \equiv \sum_{v_1^n, u_1^n, W_1^M} \left\{ P(v_1^n, n|w_1^m) \right. \\
\left. \cdot P(u_1^n|v_1^n, w_1^m) \cdot P(W_1^M|u_1^n, v_1^n, w_1^m) \right\} \tag{2}
\]
where \( P(v^n_1, n|u^n_1) \) is the code switching boundary prediction model, \( P(u^n_1|v^n_1, u^n_2) \) is the code switching translation model, and \( P(W^n_1[u^n_1, v^n_1, u^n_2]) \) is the reconstruction model. A word sequence in the matrix language \( u^n_1 \) is segmented into phrases, \( v^n_1 \); and \( u^n_2 \) is a phrase sequence in mixed language.

### 2.1. Code Switching Boundary Prediction Model Training

According to linguistic findings [10, 11, 12], the code switching can only occur at points where the word order requirements of both the matrix and embedded languages are satisfied. Figure 2 shows an example of a Mandarin-English mixed language sentence. For example, code switching is not permissible between the first three words with syntactic inversions.

The code switching boundary prediction model is trained on the word-aligned parallel sentences in the matrix and embedded languages. The code switching boundary prediction model is the probabilities of a sequence of words segmented into a sequence of phrases. We define a phrase as a word or a concatenation of words in which there are one or more inversions of a word-aligned sentence pair in the matrix language and the embedded language.

\[
P(v^n_1, n|u^n_1) = \frac{1}{Z^n} \prod_{i=1}^{n} P(v_i)
\]

\[
Z^n = \sum_{v^n_1} \prod_{k=1}^{m} P(v_i)
\]

where \( P(v_i) \) can be approximated by the relative frequency of the \( i \)-th phrase.

### 2.2. Code Switching Translation Model Training

The code switching translation model trains the probability of code switching from the matrix language to the embedded language at hypothesis code switching points given by the boundary prediction model. We assume the code switching translation probability \( P(u^n_1|v^n_1) \) depends on the previous phrase \( v_{i-1} \). The code switching translation probability distribution is specified by probabilities \( \pi(x) \) trained from word-aligned bilingual sentences. \( x \) is an n-tuple which includes the word code switching probability \( P(e|w) \), the reordering probability \( \prod_{j=1}^{k} P(r_j|j, k, l) \), the phrase translation probability \( Pr(u|v) \) and the phrase penalty \( Pen(v) \), where \( w \) is an ML word, \( e \) is an EL word, \( k, l \) are the lengths of phrases in the matrix language and the embedded language, \( r_j \) denotes that the \( j \)-th word is aligned to the \( r_j \)-th EL word, \( v \) is an ML phrase, and \( u \) is an EL phrase.

The code-switch translation probability changes dramatically near the code switching threshold. Thus we use a logit regression model to describe the code switching translation probability

\[
\logit(\pi(x)) = \log\left(\frac{\pi(x)}{1 - \pi(x)}\right) = \alpha + \sum \beta_j x_j
\]

where \( \beta_j \) is the effect of the \( j \)-th item in the n-tuple \( x \) on the logit of the code-switch translation probabilities, controlling
the other items of x. The code-switch translation probability

\[ \pi(x) = \frac{\exp(\alpha + \sum \beta_j x_j)}{1 + \exp(\alpha + \sum \beta_j x_j)} \]  

(6)

\[ P(u_i|v_i^1) = \left\{ \begin{array}{ll} 1 - \pi(x_{i-1}^1, v_{i-1}^1) & u_i = v_i \\ \pi(x_{i-1}^1, v_{i-1}^1) & \text{otherwise} \end{array} \right. \]  

(7)

where \( x_{i-1}^1 \) is the n-tuple of the word alignment probabilities, reordering probability and the phrase penalty of the \( (i-1) \text{th} \) and ith phrases.

2.3. Code-switch Reconstruction Model Training

The reconstruction model assigns probabilities to a sequence of mixed language words, \( W_i^{EM} \), given that the words in the sequence are the same as the words of the phrases, \( u_i^m \)

\[ P(W_i^{EM}|u_1^n, v_1^n, n, w_1^n) = \prod_{i=1}^{n} P(W_i^{EM}|u_i) \]  

(8)

\[ P(W_i^{EM}|u_i) = \left\{ \begin{array}{ll} 1/2 & \sum_{j=1}^{E_i} q(W_j) W_i^{EM} = \hat{u}_i \\ 0 & \text{otherwise} \end{array} \right. \]  

(9)

where \( q(W_j) \) is the frequency of occurrences of word \( W_j \) obtained from the bilingual sentences. \( W_i^{EM} = \hat{u}_i \) indicates that the word sequence \( W_i^{EM} \) is exactly the same as the phrase \( u_i \). \( E_i \) is the start of phrase \( u_i \), and \( \hat{E}_i \) is the end of phrase \( u_i \). \( Z_i \) is set so that the probabilities sum to unity over possible values of \( u_i \).

3. Weighted Phrase Extraction

In this paper, we propose to train the translation model \( P(u|v) \) by assign a weight \( \omega_i \) to each sentence pair.

\[ P(u|v) = \frac{\sum \omega_i c_i(u, v)}{\sum \omega_i c_i(u, v)} \]  

(10)

where \( v \) is a phrase in the matrix language, \( u \) is a phrase in the embedded language, \( c_i(u, v) \) is the count of \( v \) and \( u \) being a translation of each other in sentence pairs. Assigning higher weights to the sentence pairs will increase the corresponding probabilities. Therefore, the sentence pairs will have more effect of computing the code switching translation model.

Suppose \( I \) denote the in-domain corpus and \( O \) denotes the out-of-domain corpus, we randomly partition \( O \) in to subsets \( \hat{O} \). The language models \( LM_I \) and \( LM_O \) are trained using \( I \) and \( \hat{O} \) respectively.

The perplexity of sentence \( o \) is:

\[ 2^{-\sum_o L_{LM_O}(x) \log L_{LM_I}(x)} = 2^{H_I(o)} \]  

(11)

where \( H_I(o) \) is the cross-entropy according to the language model \( LM_I \). Assume \( LM_I \) is a trigram language model,

\[ H_I(o) = -\frac{1}{n} \sum_{r=1}^{n} \log P(w_1, w_2, \ldots, w_n) \]  

(12)

where \( o = w_1, w_2, \ldots, w_n \).

The sentences which are more like to the in-domain corpus and unlike the generalized model of the out-of-domain corpus will have a higher chance of being used to train the code switching translation model, the sentence pairs \( s_o, t_o \) in \( \hat{O} \) is scored

---

Figure 2: An example of permissible code switching points
4. Experiments

The bilingual acoustic model is trained from 160 hours of speech from GALE Chinese broadcast conversation, 40 hours of speech from GALE English broadcast conversation, and 3 hours of in-house nonnative English data. The acoustic features used in our experiments consist of 39 components (13MFCC, 13ΔMFCC, 13ΔΔMFCC using subtraction of the cepstral mean), which are analyzed at a 10msec frame rate with a 25msec window size. The acoustic models used throughout our paper are state-clustered crossword tri-phone HMMs with 16 Gaussian mixture output densities per state. We use the phone set consists of 21 Mandarin standard initials, 37 Mandarin finals, 6 zero initials and 6 extended English phones. The pronunciation dictionary is obtained by modifying Mandarin and English dictionaries using the phone set. The acoustic models are reconstructed by decision tree tying [18, 19]. A WFST decoder is used for decoding.

4.1. Corpora

We compare our proposed method to the baseline interpolated language model on two mixed language speech corpora of different speaking styles, namely a lecture speech corpus and a lunch conversation corpus and a lunch conversation corpus recorded at the Hong Kong University of Science and Technology. The lecture speech corpus recorded at National Taiwan University contains about 20 hours of lecture speech of a digital speech processing course and are separated into three sets. 18 hours of the lecture speech is used to adapt the acoustic models, 0.9 hours of the speech is used as a development set, and one hour of 1037 utterances are used as test set. The lecture is given in Mandarin by a single speaker with 16% embedded English words.

The lunch conversation speech recorded at the Hong Kong University of Science and Technology contains 163 minutes of conversation speech. The speech is highly spontaneous and the topics are wide ranging. 127 minutes of the conversation speech is used to adapt the acoustic models, 26 minutes of the speech is used as a development set, and 280 utterances are used as test set. The percentage of the embedded English words is 22%.

250,000 sentences from digital speech processing conference papers, power point slides and web data and 250,000 sentences of the Gale conversational speech transcription are used for language model training and parallel sentence generation. The sentences generated by the SMT system and the GALE Phase 1 Chinese broadcast conversation parallel text are used for training the code switching translation model.

4.2. Baseline Language Models

250,000 sentences from digital speech processing conference papers, power point slides and web data are used for language model training and parallel sentence generation for the lecture speech recognition task (LM data 1). 250,000 sentences of the Gale conversational speech transcriptions are used for language model training and parallel sentence generation for the lunch conversion speech recognition (LM data 2). The baseline language model for the lecture speech recognition is an interpolation of the language model trained from LM data 1 and the language model trained on the transcriptions of the mixed language lecture speech. Another baseline model of the lunch conversation recognition is trained from LM data 2 and interpolated with the language model trained from the transcriptions of the mixed language lunch conversations.

4.3. Experimental Results

Table 1 shows the word error rates (WER) of experiments on the mixed language lecture speech and lunch conversations. The code switching language model outperforms the baseline interpolated language models by 0.84% on the lecture speech data and 1.15% on the lunch conversation data. Compare to the baseline language models, the code switching language model with weighted phrase extraction gives about 1.29% word error rate reduction on the lecture speech data and 1.74% word error rate reduction on the lunch conversation data. All the WER reductions are statistically significant at 99%.

<table>
<thead>
<tr>
<th></th>
<th>Lecture speech</th>
<th>Lunch conversations</th>
</tr>
</thead>
<tbody>
<tr>
<td>InterpolatedLM</td>
<td>34.73%</td>
<td>46.20%</td>
</tr>
<tr>
<td>CodeSwitchingLM</td>
<td>33.89%</td>
<td>45.06%</td>
</tr>
<tr>
<td>CodeSwitchingLM + WeightedPhraseExtraction</td>
<td>33.44%</td>
<td>44.47%</td>
</tr>
</tbody>
</table>

5. Conclusions

In this paper, we propose to assign weights to the sentence pairs in the parallel text data to train a code switching translation model. The code switching translation model, code switching boundary prediction model and reconstruction model are incorporated with a language model for mixed language speech recognition. We tested our system on two tasks, in mixed language lecture speech recognition and in mixed language lunch conversation. Our system reduces word error rate in a baseline of the interpolated language model by 1.29% in the first task, and by 1.74% in the second task. Our model also outperforms another baseline, that of code switching language model by 0.45% in the first task, and by 0.59% in the second task. All results are statistically significant. In addition, our method reduces word error rates for both the matrix language and the embedded language.
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