Energy and F0 contour modeling with Functional Data Analysis for Emotional Speech Detection
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Abstract

This paper proposes the use of reference models to detect emotional prominence in the energy and F0 contours. The proposed framework aims to model the intrinsic variability of these prosodic features. We present a novel approach based on Functional Data Analysis (FDA) to build reference models using a family of energy and F0 contours, which are implemented with lexicon-independent models. The neutral models are represented by bases of functions and the testing energy and F0 contours are characterized by their projections onto the corresponding bases. The proposed system can lead to accuracies as high as 80.4% in binary emotion classification in the EMO-DB corpus, which is 17.6% higher than the one achieved by a benchmark classifier trained with sentence level prosodic features. The approach is also evaluated with the SEMAINE corpus, showing that it can be effectively used in real applications.

Index Terms: Emotion detection, prosody modeling, emotional speech analysis, expressive speech, functional data analysis.

1. Introduction

Expressive communication is a key aspect of human interaction. Human machine interfaces (HMs) able to recognize expressive behaviors have the potential to engage the user in a more effective manner. Among many features, speech prosody provides relevant information to characterize the externalization of emotions. Changes in intonation, loudness and timing are modulated to express emotion [1, 2, 3]. As a result, features extracted from pitch, energy and duration (i.e., the acoustic correlates of prosody) have been widely employed to study the emotional modulation in speech [1]. The state-of-the-art approach in recognizing and detecting emotions consists in computing a set of global statistics or functionals such as mean, variance, range, maximum and minimum, extracted from low level descriptors (e.g., F0 contour and energy). Then, feature selection algorithms are employed to choose a subset with the most emotionally salient parameters. One limitation of global statistics is that they do not capture the shape of F0/energy contours, which could provide useful information for emotion detection. For example, low variations in the fundamental frequency can be subjectively relevant in the identification of emotions [4].

This paper presents a novel approach to detect emotional prominence by modeling the shape of the energy and F0 contours. The method generates emotionally neutral reference models for these prosodic features, which are used to contrast the testing sentence. These models correspond to bases that are built with functional data analysis (FDA) using emotionally neutral utterances from several speakers. Then, the testing energy and F0 contours are projected onto the reference bases, and their projections are used as features to discriminate between neutral and emotional speech. The proposed method is evaluated with the EMO-DB corpus, achieving accuracies as high as 80.4% in binary emotion classification tasks (i.e. neutral versus emotional speech), which is 17.6% higher than the accuracy achieved by a standard technique trained with global statistics from the energy and F0 contours. The proposed method is also evaluated with the spontaneous SEMAINE database, achieving an accuracy that is 7.7% better than the one achieved by the benchmark system. The proposed functional PCA projection captures deviations from neutral speech even when small segments are used (e.g., 0.5 sec windows).

2. Background

2.1. Related Work

Previous studies have attempted to model the shape of the F0 contour in the context of emotion. Paeschke and Sendmeier [5] analyzed the rising and falling movements of the F0 contour within accents in affective speech. The study incorporated metrics related to accent peaks within a sentence. The authors found that those metrics present statistically significant differences between emotion classes. Rotaru and Litman employed linear and quadratic regression coefficients and regression error as features to represent pitch curves [6]. Yang and Campbell argued that concavity and convexity of the F0 contour reflect the underlying expressive state [7]. Liscombe et al. [8] used pitch accents and boundary tones labels from the Tone and Break Indices system (ToBI) [9] to recognize emotions.

Building upon our previous work on detecting expressive speech using neutral reference models [1, 10], this paper presents a novel framework to characterize the temporal shape of prosodic features. We create FDA-based reference models, which are used to contrast emotional speech. The approach is radically different from current approaches to recognize emotions, and provides an elegant solution to capture the local variability in the prosodic contours caused by expressive speech.

2.2. Emotional Database and Feature Extraction

The proposed method is evaluated with two publicly available emotional corpora that have been widely used in related work. Therefore, other groups can reproduce our results. We consider the acted corpus Berlin Database of Emotional Speech (EMO-DB) [11]. The database consists of ten speaker (five male and five female), who read ten German sentences one time expressing fear, disgust, happiness, boredom, sadness, and anger, in addition to neutral state. The second corpus is the SEMAINE database, which is a spontaneous non-acted emotional corpus (details are given in [12]). The emotions are annotated in terms of continuous emotional attributes, from which we con-
consider the activation (calm versus active) and valence (negative versus positive) dimensions. External evaluators assessed the emotional content of the corpus using the Feeltrace toolkit [13], which gives continuously over time values (50 values per second). The approach differs from conventional schemes of assigning one label per sentence. We use data from 10 speakers.

The fundamental frequency is estimated using the autocorrelation pitch detector implemented in Praat [14] (25ms frames with 50% overlap). We represent the F0 contour using a semitone scale and unvoiced segments are interpolated with cubic spline to obtain smooth and continuous trajectories. The resulting interpolated curve is normalized by subtracting the mean. Henceforth, the term “F0 contour” denotes the F0 curve in the semitone scale after interpolation and mean normalization. Likewise, the RMS energy contour, \( E(t) \), is estimated for each frame. The resulting curve is represented in terms of decibels and normalized with respect to the mean energy. As a final step, the energy values lower than -15 dB are set to zero, since they introduces perturbation in the proposed models (Sec. 3).

### 3. Shape modeling approach with FDA

#### 3.1. Functional Data Analysis (FDA)

FDA represents the structure of signals as functions, instead of data points [15]. The time series data is modeled as a continuous, smooth function, \( x(t) \), created as a linear combination of basis functions \( \phi_k \):

\[
x(t) = \sum_{k=1}^{K} c_k \phi_k(t).
\]

(1)

where \( K \) is the dimension of the expansion and \( c_k \) is the projection onto the \( k \)-th basis function. Both \( \phi_k \) and \( K \) are parameters of FDA that should be properly chosen according to the characteristics of the data. Functional data is observed as a discrete sequence \( \{x_j, y_j\} \), \( j \in \{1, \ldots, n\} \), where \( y_j \) is the sampled value of the function \( x(t) \) at time \( \xi_j \). This sequence is not necessarily equally-distributed and may be corrupted by noise \( \epsilon_j \), i.e. \( y_j = x(\xi_j) + \epsilon_j \). The process of fitting functions to data is known as smoothing. Given the discrete observations \( y_j \) and the basis functions \( \{\phi_1, \ldots, \phi_K\} \), smoothing attempts to find coefficients \( c_k \) by minimizing the mean squared error \( \epsilon_j \). The optimal coefficients \( c_k \), \( \epsilon_k \), are estimated with Eq. 2,

\[
\epsilon_k = \text{argmin}_{c_k} \sum_j (y_j - x(\xi_j))^2 + \lambda \int [D^m x(s)]^2 ds
\]

(2)

where \( \lambda \) is a smoothing parameter and \( D^m \) represents the \( m \)-th derivative [15]. FDA provides several advantages when compared with classical approaches that represent data as a set of discrete samples. For example, powerful tools for analyzing data such as principal component analysis (PCA) can be used in the framework of FDA. Functional PCA extends the conventional PCA framework to the functions’ domain [15]. Given a set of functions, denoted by \( x_u(t) \), the principal components projections, \( f_{u,v} \), are given by

\[
f_{u,v} = \int \xi_u(t) x_v(t) dt
\]

(3)

where \( \xi_u(t) \) is an orthonormal basis denoted as principal component (PC) functions that represents the variability of \( x_u(t) \). The function \( x_u(t) \) can be approximated with the first \( U \) PCs:

\[
\hat{x}_u(t) = \sum_{v=1}^{U} f_{u,v} \xi_v(t).
\]

(4)

Functional PCA allows us to statistically represent a family of functions, which can be employed as neutral reference to contrast emotional speech. Previous studies have used FDA to provide a descriptive analysis of prosodic features [16, 17]. In contrast, this paper proposes FDA as a tool for generating neutral reference models to capture deviations from normal speech.

#### 3.2. Proposed Approach

Figure 1-(a) describes the general framework to build the neutral reference model by employing functional PCA. First, a set of neutral utterances spoken by several speakers are employed as training data. All the utterances are temporally aligned with standard dynamic time warping (DTW). Then, the energy and F0 contours extraction procedure described in section 2.2 is applied to the signals. The resulting time-aligned, post-processed energy and F0 contours are smoothed and represented as functional data by employing a basis of B-spline functions \( \phi_k(t) \) according to Eqs. (1) and (2). Finally, functional PCA is applied to generate a new orthogonal basis of functions \( \xi_k(t) \).

Figure 1-(b) shows the testing stage of the proposed scheme. First, the testing speech is aligned with the training data using DTW. Then, we extract the energy and F0 contours which are projected onto the neutral reference bases \( \xi_k(t) \). As a result, the coefficients \( f_u \) are obtained, which correspond to the parameters that describe the shape of the testing energy and F0 contours. Since the profile \( \xi(t) \) is generated with non-emotional speech, it is expected that neutral and emotional testing energy and F0 contours will provide different projections (i.e. \( \{f_1 \ldots f_U\} \) onto the functional PCA basis. Therefore, we propose to use the parameters \( \{f_1 \ldots f_U\} \) as features to detect emotional speech.

Figure 2 presents an example of the approach for one of the ten sentences of the EMO-DB corpus. Figures 2(a) and 2(b) show the time-aligned and post-processed energy and F0 curves of six neutral realizations from different speakers. Although the sentences present variations in their prosodic contours, they clearly have a pattern that our approach aims to capture. A neutral profile is trained for this data with the proposed approach. The basis \( \phi_k \) is represented with a 6th order B-spline with \( K = 40 \). Figures 2(c) and 2(d), and figures 2(e) and 2(f) show the reconstruction of neutral and happy prosody contours, respectively, for the same sentence uttered by another subject (not considered for building the neutral reference). The prosodic curves are reconstructed using the first five PCs (\( U = 5 \)). The figures show that the neutral F0 and energy contours are accurately approximated with the neutral functional PCA basis. The corresponding contours for happy speech are less accurate.

Figure 3 shows the average absolute value of the projec-
they can be considered as features to detect emotional speech. The differences in the projections estimated from features of the neutral sentences than the ones for emotional speech converge to zero faster than the ones for neutral speech. For higher order principal components, the average duration of the signals is estimated and used to linearly warp their energy and F0 contours which are employed as input to estimate functional PCA. Therefore, robust reference models can be built. The energy and F0 contours are extracted and post processed from neutral sentences. Then, the energy contour is employed, the mean of the contours’ projections for the training neutral speech is approximately equal to zero when $k \geq 7$. Figure 3 also shows that when the energy contour is employed, the mean of the absolute value of the projections for fear and angry speech are higher than the neutral ones, even for higher order principal components. For $6 \leq k \leq 40$, the values of the projections for neutral speech converges to zero faster than the ones for emotional speech. The reference model fits better the prosodic features of the neutral sentences than the ones for emotional sentences. The differences in the projections estimated from prosody contours for neutral and emotional speech indicate that they can be considered as features to detect emotional speech.

## 4. Discriminant Analysis

To assess the discriminative power of the functional PCA projections, the proposed system is employed to detect emotional from neutral speech (i.e., binary problems). This approach is more general than classifying specific emotional classes, since it less dependent on the specific emotional classes of a corpus. It can also be used as the first step in a multi-class problem, in which a second classifier is trained to recognize the particular label for emotional samples detected by our system. We implement the classifiers with quadratic discriminant classifier (QDC). In our preliminary analysis, we considered support vector machine (SVM), which requires a development set to identify the optimal kernel and soft margin parameter. In contrast, QDC does not require a validation partition to set the parameters and its performance is similar to SVM for this task.

We evaluate the approach with the EMO-DB (Sec. 4.1) and SEMAINE (Sec. 4.2) corpora. The example presented in section 3.2 uses one set of functional PCA bases per each of the 10 sentences in the EMO-DB corpus (i.e., lexicon-dependent (LD) bases). This approach is not practical for real applications. Therefore, the evaluation of the system is implemented with lexicon-independent (LI) bases, built with neutral sentences conveying different lexical content. Figures 2(a) and 2(b) suggest that lexical information affects the energy and F0 contours. Lexicon-independent bases will not capture this aspect. However, by relaxing the constraint of using sentences with the same verbal message, more sentences can be used to build the functional PCA basis. Therefore, robust reference models can be built. The energy and F0 contours are extracted and post processed from neutral sentences. Then, the average duration of the signals is estimated and used to linearly warp their energy and F0 contours which are employed as input to estimate functional PCA. Then, the functional PCA projections are estimated and used as features (Fig. 1-(b)).

### 4.1. Evaluation with EMO-DB Database

The EMO-DB database is divided in development (to build the functional PCA reference models), training (to train the classifier) and testing (to estimate the accuracy) sets. Each of these three sets contains speech samples from different speakers to ensure that the results are speaker independent. Only neutral data is employed to build the reference models. To maximize the use of the EMO-DB database, six permutations are implemented by interchanging the role of each partition among development, training and testing data sets. The performance rates are estimated by averaging the results obtained in all six implementations. The following binary classifiers are individually trained: neutral-fear, neutral-disgust, neutral-happiness, neutral-boredom, neutral-sadness and neutral-anger. In addition, we formed the “emotional” class by grouping utterances from the six emotional classes. A subset of utterances from each emotional class is randomly chosen to match the number of neutral samples (chance = 50%). This procedure is repeated 100 times and the performance rates are averaged. The system is implemented considering the projections into the bases of three different combinations of prosodic features: F0 contour only; energy contour only; and, both F0 and energy together.

Table 1-(a) shows the performance of the proposed system with lexicon-independent models. The accuracies for neutral-happy and neutral-anger classification tasks are higher than 77% with the F0 contour only. When we consider only the energy contour, we achieve an accuracy of 84.2% for neutral-fear and neutral-disgust task. When F0 and energy features are combined, the accuracy of the neutral-emotional classifier is 80.4%, which is higher than the ones obtained with F0 or energy contours separately. These results validate the proposed scheme.

For comparison purpose, a benchmark system is implemented for binary emotion detection that uses as features statistics from the energy and F0 contours. First, we estimate sentence-level functionals derived from prosody. The features correspond to the subset of statistics from energy and F0 contours employed in the Interspeech 2010 Paralinguistic Challenge [18] (80 F0 features and 42 energy features). Then, for-
Table 1: Results with EMO-DB: (a) PCA projections with lexicon-independent bases (LI-FDA); (b) benchmark system. Chance is always 50%. Acc = Accuracy, Pre = Precision, Rec = Recall, and F = F-score (standard deviation for accuracy is given in brackets).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>FO CONTOUR ONLY</td>
<td>Acc</td>
<td>Pre</td>
<td>Rec</td>
<td>F</td>
<td>Acc</td>
<td>Pre</td>
<td>Rec</td>
<td>F</td>
<td>Acc</td>
</tr>
<tr>
<td>Neutral-Anger</td>
<td>70.8 (5.0)</td>
<td>75.2</td>
<td>67.4</td>
<td>68.5</td>
<td>84.2 (4.3)</td>
<td>87.3</td>
<td>80.2</td>
<td>83.4</td>
<td>83.9 (5.8)</td>
</tr>
<tr>
<td>Neutral-Disgust</td>
<td>71.1 (4.9)</td>
<td>73.8</td>
<td>67.5</td>
<td>68.6</td>
<td>84.2 (5.3)</td>
<td>87.5</td>
<td>80.3</td>
<td>83.5</td>
<td>83.9 (5.8)</td>
</tr>
<tr>
<td>Neutral-Happiness</td>
<td>78.9 (3.2)</td>
<td>78.8</td>
<td>80.6</td>
<td>79.3</td>
<td>81.8 (2.7)</td>
<td>87.0</td>
<td>75.9</td>
<td>80.4</td>
<td>88.6 (2.6)</td>
</tr>
<tr>
<td>Neutral-Boredom</td>
<td>76.5 (5.7)</td>
<td>75.3</td>
<td>61.4</td>
<td>67.4</td>
<td>86.5 (3.7)</td>
<td>70.1</td>
<td>65.4</td>
<td>67.6</td>
<td>74.5 (4.7)</td>
</tr>
<tr>
<td>Neutral-Sadness</td>
<td>66.3 (3.6)</td>
<td>80.4</td>
<td>43.2</td>
<td>57.4</td>
<td>76.1 (3.9)</td>
<td>69.6</td>
<td>64.6</td>
<td>67.4</td>
<td>70.5 (7.3)</td>
</tr>
<tr>
<td>Neutral-Anger</td>
<td>77.3 (3.4)</td>
<td>78.0</td>
<td>78.5</td>
<td>77.9</td>
<td>95.0 (1.3)</td>
<td>96.7</td>
<td>93.2</td>
<td>94.9</td>
<td>92.9 (2.2)</td>
</tr>
<tr>
<td>Neutral-Emotional</td>
<td>71.3 (3.6)</td>
<td>75.6</td>
<td>64.1</td>
<td>69.1</td>
<td>75.9 (1.6)</td>
<td>80.0</td>
<td>69.2</td>
<td>74.2</td>
<td>80.4 (1.8)</td>
</tr>
</tbody>
</table>

Table 2: Results with SEMAINE (0.5 sec and 1 sec windows). Acc = Accuracy, Pre = Average precision, Rec = Average recall, and F = Average F-score.

<table>
<thead>
<tr>
<th>SEMAINE</th>
<th>FO CONTOUR ONLY</th>
<th>ENERGY CONTOUR ONLY</th>
<th>F0 and ENERGY</th>
<th>0.5 sec windows</th>
<th>1 sec windows</th>
</tr>
</thead>
<tbody>
<tr>
<td>FDA (F0)</td>
<td>Acc</td>
<td>Pre</td>
<td>Rec</td>
<td>F</td>
<td>Acc</td>
</tr>
<tr>
<td>Neutral-Anger</td>
<td>86.4 (12.1)</td>
<td>88.1</td>
<td>37.0</td>
<td>46.9</td>
<td>70.7 (6.0)</td>
</tr>
<tr>
<td>Neutral-Disgust</td>
<td>65.8 (10.8)</td>
<td>72.6</td>
<td>56.2</td>
<td>58.3</td>
<td>69.1 (6.2)</td>
</tr>
<tr>
<td>Neutral-Happiness</td>
<td>76.3 (9.4)</td>
<td>96.4</td>
<td>55.2</td>
<td>67.9</td>
<td>69.1 (7.7)</td>
</tr>
<tr>
<td>Neutral-Boredom</td>
<td>52.1 (1.8)</td>
<td>82.1</td>
<td>44.2</td>
<td>51.4</td>
<td>61.4 (3.9)</td>
</tr>
<tr>
<td>Neutral-Sadness</td>
<td>70.6 (8.7)</td>
<td>64.4</td>
<td>96.6</td>
<td>76.9</td>
<td>77.1 (4.7)</td>
</tr>
<tr>
<td>Neutral-Anger</td>
<td>62.5 (12.0)</td>
<td>93.0</td>
<td>70.9</td>
<td>77.4</td>
<td>87.2 (5.3)</td>
</tr>
<tr>
<td>Neutral-Emotional</td>
<td>69.0 (9.7)</td>
<td>88.9</td>
<td>45.8</td>
<td>55.5</td>
<td>65.9 (7.3)</td>
</tr>
</tbody>
</table>

The future directions of this work include the evaluation of the functional PCA projections, and a benchmark system with features derived from global statistics (energy and F0 contours).

Table 2 shows the results for both classifiers trained with 0.5 sec and 1 sec windows. In both cases, the classifiers trained with functional PCA show better performance than the ones trained with global statistics. When energy and F0 features are used, the improvement in accuracy for the proposed system is 7.7% (0.5 sec) and 6.9% (1 sec) over the benchmark system. While the accuracies of the proposed (-1.1%) and benchmark (-1.9%) systems drop when the 0.5 sec windows are considered, the classifiers trained with global statistics is the most affected. As the size of the window decreases, the estimation of global statistics is less robust, decreasing the consistency of the features. In contrast, the functional PCA projections capture deviation from neutral speech even in small segments.

5. CONCLUSIONS

This paper describes a novel method to detect emotional modulation in the energy and F0 contours by using neutral reference models defined as functional PCA bases. The proposed approach achieves better accuracies than a conventional approach trained with global statistics derived from the prosodic features for both the EMO-DB (17.6%) and SEMAINE (7.7%) corpora.

The future directions of this work include the evaluation of the approach with an extensive set of prosodic and spectral features. The FDA bases will be trained with a large neutral corpus producing robust reference models. We will use this approach to locally detect the most emotionally salient segments within a given utterance by employing shorter analysis windows. Finally, the functional PCA based method will be adapted to solve other speech processing tasks such as prosody assessment in second language learning [24] (capture the deviation of the user’s intonation from the canonical pronunciation, described by the FDA model).
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