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Abstract

This paper proposes a novel technique to exploit discriminative models with subclasses for speech recognition. Speech recognition using discriminative models has attracted much attention in the past decade. However, most discriminative models are still based on tree clustering results of HMM states. On the contrary, our proposed method, referred to as subclass AdaBoost, jointly selects optimal data split and weak discriminators in each iteration of the training process, and forms a weak classifier as a composite of these weak discriminators. As a result, a strong discriminator robust to a variety of subclasses is constructed without explicit clustering in advance. In the experiment, the subclass AdaBoost is applied to phoneme classification, and N-best hypotheses are rescored using the subclass AdaBoost phoneme classifiers. Experimental results show that the proposed method reduces word errors by over 10% relatively in a continuous speech recognition task.

Index Terms: speech recognition, AdaBoost, discriminative model

1. Introduction

Many applications that exploit automatic speech recognition (ASR) demand better performance for large vocabulary ASR. The ASR system has to discriminate the target phonemes from others because only a few different phonemes are the clues to discriminate similar words. Therefore, we focus on phoneme discrimination in speech recognition.

The hidden Markov model (HMM) with Gaussian Mixture Model (GMM) is the principal technique for automatic speech recognition. Many efforts have been made to improve performance of phoneme discrimination for GMM-HMM. Some studies succeeded in the improvement of the accuracy by Minimum Phone Error (MPE) and Maximum Mutual Information (MMI) discriminative training for GMM-HMM [1] [2] [3]. These are based on GMM-HMM. On the other hand, some studies try to replace GMM by a discriminative model directly. Ganapathi et al. [4] combined HMM and the support vector machine (SVM) which is one of the effective discriminative models. Their technique applies SVMs to phoneme segments obtained from the alignment of HMM, and N-best hypotheses are rescored by scores of SVMs. Padrell-Sendra et al. [5] applied SVM to the frame-level discrimination, and obtained better performance than a standard GMM-HMM. SVMs are constructed for three classes per monophone. Ragni and Gales [6] exploited generative model and discriminative model with structured discriminative models. Recently HMM with Deep Neural Network (DNN-HMM) showed remarkable improvement to GMM-HMM [7]. We also proposed AdaBoost rescoring for the second pass of GMM-HMM [8], which improved the isolated word recognition performance for the discrimination of monophones.

For speech recognition, the feature of a monophone changes depending on the contexts. Hence, a model is constructed for the triphone unit. However many speech recognition systems use tied-state triphones which are tied by the context clustering as subclasses because the number of triphones is large, and the samples for model training become sparse. Therefore, the context clustering for triphones is the key essence for phone modeling. For SVM phone modeling [4] [5], SVMs are constructed for monophones. DNN-HMMs [7] are modeled for tied-state triphones which are constructed by tree clustering with Maximum Likelihood criterion. However the tied-state triphones from tree clustering are not optimized for the discriminative criterion. In our method, discriminative classification is used for creating the tied-state triphones. Wiesler et al. [9] achieved 10% relative improvement by tree clustering with the minimization of the classification error. Sim [10] proposed probabilistic state clustering with Conditional Random Field for HMM with GMM. These studies create tied-state triphones with the discriminative criteria. They can be applied to DNN-HMM and other discriminative methods. However they are not optimized for phoneme discriminators themselves. Therefore, it is desired that the tied-state triphones are directly optimized for phoneme discriminators.

In our method, this is achieved by AdaBoost [11] [12]. In image recognition field, some ideas of subclass AdaBoost [13] [14] [15] are proposed. In these studies, subclass AdaBoost is applied after the estimation of subclasses for input vectors. Hence, they are not the techniques which exploit subclass labels such as triphone contexts which are given without estimation. In many speech recognition systems, subclass attribution, which is the key of split, is given such as phoneme contexts in advance. In our method, weak classifiers of AdaBoost are designed for exploiting subclass labels such as phoneme contexts. The training samples of AdaBoost is split into subclasses by the phoneme contexts, and the best discriminators are selected for the subclasses for each weak classifier training step of AdaBoost. It is iterated for all prepared subclass-splits. In this step, the subclasses and the discriminators which have the least error for training samples are selected as the weak classifier. The AdaBoost which is constructed by such weak classifiers is jointly optimized for subclasses and the discriminative criterion, implicitly.

As a first try of subclass AdaBoost application, classification scores are calculated using subclass AdaBoost classifiers for the phoneme segments of N-best hypotheses given by HMMs, and the N-best hypotheses are re-ordered based on the classification scores. The subclass AdaBoost classifies whether the phoneme of a segment is correct or not as a binary classifier.

The reminder of this paper is organized as follows: Section 2 introduces the proposed subclass AdaBoost algorithm. Section 3 introduces the proposed rescoring method by AdaBoost. Section 4 shows experimental setups and results of the proposed rescoring method. Conclusions are presented in section 5.
2. Subclass AdaBoost

2.1. Algorithm

The overview of the subclass AdaBoost is shown in Fig. 1. The difference between conventional and proposed AdaBoost is mainly data split at each weak classifier training. Each weak classifier is optimized by data split and the classification error. For the purpose of the data split, some rules are prepared in advance before the subclass AdaBoost training. In the speech recognition field, the rule is defined by the triphone context as the conventional tree clustering uses it.

Assume that there are $N$ training samples $(x_i, y_i), \ldots, (x_N, y_N)$, where $x_i$ and $y_i$ denote the feature vector and the class label of sample $i$. Normal AdaBoost classifiers are trained by the following steps:

- **Step 1.** Initialize sample weight distribution $D_0(i)$ by the following equation:
  \[
  D_0(i) = \begin{cases} 
  \frac{1}{2N} & y_i = 1, \\
  \frac{1}{2N} & y_i = -1.
  \end{cases}
  \] (1)

- **Step 2.** Train a weak classifier $h_t(x_i)$ minimizing error rate $\varepsilon_t$ on sample weight distribution $D_t$,
  \[
  \varepsilon_t = \frac{1}{2N} \sum_{i:y_i \neq h_t(x_i)} D_t(i).
  \] (2)

- **Step 3.** Compute voting weight $\alpha_t$ as
  \[
  \alpha_t = \frac{1}{2 \log \left( 1 - \frac{\varepsilon_t}{\varepsilon^{(k)}} \right)}.
  \] (3)

- **Step 4.** Recompute sample weight distribution as
  \[
  D_{t+1}(i) = D_t(i) \exp(-\alpha_t y_i h_t(x_i)).
  \] (4)

- **Step 5.** Normalize the summation of sample weights to 1
  \[
  D_{t+1}(i) = \frac{D_{t+1}(i)}{Z_{t+1}},
  \] (5)
  \[
  Z_{t+1} = \sum_{i=1}^{N} D_{t+1}(i).
  \] (6)

- **Step 6.** Iterate from step 2 to step 5 $T$ times, and obtain $T$ weak classifiers.

  Finally the strong classifier $H(x)$ is obtained by weighted sum of $T$ weak classifiers as
  \[
  H(x) = \text{sign} \left( \sum_{t=1}^{T} \alpha_t h_t(x) \right),
  \] (7)

**Algorithm 1** The training step of the $t$-th iteration:

There are 3 binary questions for an example:
- Binary question 1: previous phoneme is "a"; true or false.
- Binary question 2: previous phoneme is "Y"; true or false.
- Binary question 3: previous phoneme is "u"; true or false.

for $k = 1$ to 3 do
- Apply "Binary question $k" to samples.
- Samples divided into subclass "k":true and "k":false.
- Find the best discriminators $h_k^{(true)}$ and $h_k^{(false)}$ to minimize $\varepsilon_k^{(k)}$.
  \[
  \varepsilon_k^{(k)} = \sum_{i:y_i = \text{true}} D_t(i) + \sum_{i:y_i = \text{false}} D_t(i).
  \]
end for

- Find $k_{\min} \in \{1, 2, 3\}$ to minimize $\varepsilon_k^{(k)}$.
- Calculate $\alpha_k$ using $\varepsilon_k^{(k_{\min})}$.
- Calculate the distribution $D_{t+1}$ using $\varepsilon_k^{(k_{\min})}$.
- Restore $k_{\min}$, $\alpha_k$, $h_k^{(true)}$, $h_k^{(false)}$ as the weak classifier parameters of this step.
- Go to the $(t + 1)$-th iteration.

where each weak classifier outputs 1 (true) or -1 (false) by comparing a threshold and values of a selected dimension of the segment feature vectors.

In our proposed method, Step 2 is different from normal AdaBoost training step. First some classification rules are prepared in advance. Let $K$ denote the classification rules. Samples in $D_t$ are divided into subclasses by a rule $k \in K$. Let $M_k$ denote the subclasses constructed by the split rule $k$. The best weak classifier $h_k^{(m)}$ (m: class label for subclasses $M_k$) is detected for each subclass $m$. The total error $\varepsilon_k$ is calculated by sum of subclass errors. The minimum total error $\varepsilon_{k_{\min}}$ is found in all $k \in K$. Finally, the subclasses $M_k = M_{k_{\min}}$ and the best classifiers $h_k^{(m)}$ are restored as they minimize the total error. The new Step 2 is the following:

- **Step 2'.** Find $k_{\min} \in \{1, 2, 3\}$ to minimize $\varepsilon_k^{(k)}$.
- Apply "Binary question $k_{\min}$" to samples.
- Calculate $\alpha_k$ using $\varepsilon_k^{(k_{\min})}$.
- Calculate the distribution $D_{t+1}$ using $\varepsilon_k^{(k_{\min})}$.
- Restore $k_{\min}$, $\alpha_k$, $h_k^{(true)}$, $h_k^{(false)}$ as the weak classifier parameters of this step.
- Go to the $(t + 1)$-th iteration.

Finally, the strong classifier $H(x)$ is obtained by weighted sum of $T$ weak classifiers as

\[
H(x) = \text{sign} \left( \sum_{t=1}^{T} \alpha_t h_t(x) \right).
\]
3. Rescoring Using AdaBoost Classifiers

3.1. Overview of the Rescoring Process

The subclass AdaBoost can be applied to many applications. An example is shown for applying the subclass AdaBoost to a speech recognition system [8]. This section describes the proposed method to rescore the N-best hypotheses using subclass AdaBoost phoneme classifiers as [16]. Our method consists of the first pass and the second pass. The first pass outputs N-best hypotheses with scores by a conventional speech recognition system using HMM. The process of the second pass is shown in Fig.2. First, phoneme segments are obtained by forced alignment of phoneme HMMs for each hypothesis. Then, segment features are extracted from each phoneme segment, and classification scores are calculated by subclass AdaBoost classifiers using the segment features. For the subclass AdaBoost, an input label has left and right contexts. In Fig.2, the input labels of the hypothesis word “nijou” are “sil-n+i, n-i+j, i-j+o, j-o+u, o-u+sil”, where “sil” means silence phoneme. Finally, classification scores are added to the N-best scores and N-best hypotheses are re-ordered.

3.2. Segment Feature

Although lengths of phoneme segments are variable, fixed-length features are desirable for most classifiers. Hence, fixed-length features are extracted from phoneme segments with variable length. Alignment information of HMM states is exploited for this purpose. Figure 3 shows the segment feature used for AdaBoost. Assume without loss of generality that phoneme HMMs are three-state left-to-right models and frame-based features are extracted in advance. In this report, LPC-spectrum and MFCCs are extracted as frame-based features in advance. First, the phoneme segment for time and LPC-spectrum plane is normalized to average length. Alignment information of HMM states is exploited to normalize. Classification scores are added to the N-best scores and classification scores are calculated by subclass AdaBoost classifiers for each phoneme segment, and classification scores are calculated from each phoneme segment, and classification scores are calculated by subclass AdaBoost classifiers using the segment features. For the subclass AdaBoost, an input label has left and right contexts. In Fig.2, the input labels of the hypothesis word “nijou” are “sil-n+i, n-i+j, i-j+o, j-o+u, o-u+sil”, where “sil” means silence phoneme. Finally, classification scores are added to the N-best scores and N-best hypotheses are re-ordered.

3.3. Classification Score

Phoneme classifier is constructed for each phoneme by an AdaBoost algorithm. The process of the calculation of classification score is explained using the conventional AdaBoost case. Each phoneme classifier discriminates whether the given segment is the phoneme or not, and outputs the AdaBoost score for the segment. As described in [17], the AdaBoost score $S_p(x)$ of a phoneme $p$ for segment feature $x$ is derived from the following equation,

$$S_p(x) = \frac{1}{\sum_{t=1}^T \alpha_t(p)} \sum_{t=1}^T \alpha_t(p) h_t(p)(x).$$

Note that the range of $S_p(x)$ is $-1 \leq S_p(x) \leq 1$ due to the normalization. Classification scores are calculated from the AdaBoost scores. First the classification score is calculated at each phoneme segment in all N-best hypotheses. Classification score $l_i$ of $i$-th phoneme segment in a hypothesis is obtained by the following equation:

$$l_i = \log \frac{S_{p_i} + 1}{\sum_{t=1}^{P_i} (S_{p_t} + 1)},$$

where $p_i$ denote the phoneme of the $i$-th segment in the hypothesis, and $S_{p_i}$ and $S_{p_t}$ are AdaBoost scores for phoneme $k$ of $i$-th segment and for phoneme $p_i$ of $i$-th segment, respectively. In order to guarantee the normalized score is positive, a constant 1 is added to $S_{p_i}$ and $S_{p_t}$. Note that the score $l_i$ can be considered as a logarithm of a posteriori probability based on AdaBoost scores.

The classification score $L$ for a hypothesis is obtained by averaging $l_i$ in the hypothesis,

$$L = \frac{1}{K} \sum_{i=1}^K l_i,$$

where $K$ is the number of phonemes in this hypothesis. Finally, the rescoring score $L_{re}$ is obtained by weighted sum of $L$ and HMM score $L_{(HMM)}$ of the hypothesis,

$$L_{re} = L_{(HMM)} + \alpha L,$$

and the N-best hypotheses are re-ordered using the score $L_{re}$.

4. Experiments

4.1. Experimental Setup

4.1.1. Evaluation Data

Experiments were conducted using Japanese speech database. Two databases are evaluated. One is the travel domain corpus which includes utterances by 21 speakers. Each speaker utters 200 sentences about the travel domain. The data set is divided into development set of 5 speakers and evaluation set of 16 speakers. Another is the Corpus of Spontaneous Japanese (CSJ) [18] which is a Japanese standard evaluation set for the continuous speech recognition.

4.1.2. HMM training

The HMMs were trained by 500-hour CSJ speech data which doesn’t include test set data. The basic structure of the HMM is
three-state continuous density triphones that share 3000 states with 32 Gaussian mixture components. All triphones have a simple left-to-right topology. A feature vector for the HMM consisted of 12 MFCC (Mel-frequency cepstrum coefficient), a normalized power, and their Δs and ΔΔs (totally 39 dimensions). HTK [19] was used for the HMM training. HLDA (heteroscedastic linear discriminant analysis) [20] without nuisance dimensions and MPE (minimum phone error) training [1] were applied to the HMM after the MLE training.

4.1.3. AdaBoost Training

Basically, the training process of the subclass AdaBoost is the same as the conventional AdaBoost. AdaBoost was trained using the same data as HMMs'. The feature for AdaBoost were obtained by the method described in Sec.3.2 based on forced alignment of HMMs. LPC-spectrum is calculated from 17th order LPC. MFCCs are the same as the HMM training. Consequently, there were 380 dimensions for AdaBoost features. AdaBoost classifier were constructed for each phoneme, and each AdaBoost classifier discriminates if a given segment is the phoneme or not. The weak classifier was constructed by a threshold decision for a dimension [12]. The tied-state triphone models were used for forced alignment to obtain phoneme segments of the training data with the correct phoneme labels. Error phoneme segments were extracted from the lattices which were created in HMM-MPE process. The positive labels are attached to the target phoneme labels of the correct phoneme labels, and the negative labels are attached to the other phoneme labels of the correct phoneme labels and error phoneme segments from the lattices. The number of phonemes excluding silence was 38 in the experiments. For Subclass AdaBoost, the data at each weak classifier was split by binary questions for triphone contexts. The number of weak classifier steps was 1200 for the conventional AdaBoost and 600 for the subclass AdaBoost, respectively.

4.1.4. Language Model Training

The standard 3-gram language model was constructed using CSJ text corpus and travel domain text corpus. The text corpus for evaluation test was not included in the training. The portion of travel domain text is the same as CSJ's.

4.2. Phoneme Classification Experiment

A phoneme classification experiment was conducted to confirm the classification performance for the subclass AdaBoost. First, the evaluation utterances were aligned by the tied-state triphone HMMs with the correct labels. Then for each segment, scores in Eq.(10) were calculated using AdaBoost models, and the phoneme label with the highest score was output as a classification result. For the subclass AdaBoost, correct left and right contexts were given as an input label. Table 2 shows the results of conventional AdaBoost and subclass AdaBoost. It was evaluated using CSJ testset3. It shows that the performance of the subclass AdaBoost is highly better than the conventional AdaBoost. The error reduction rate is 53.49%.

4.3. Rescoring Experiment

Performance of the proposed rescoring technique was evaluated on the continuous word recognition tasks. In this experiment, the first pass output 1000-best hypotheses, and they were rescoped by the AdaBoost scores in the classification scores in Eq.(12) in the second pass. Table 3 shows the performance of the rescoring. "HMM" denotes results of the first pass. "Rescore(conventional)" denotes results of rescoring by the classification scores calculated from conventional AdaBoost scores. "Rescore(subclass)" denotes results from subclass AdaBoost scores. Language model weight and Coefficient α in Eq.(13) are adjusted to maximize the performance on development set for the travel corpus. For the CSJ corpus, they are adjusted to maximize the performance on the evaluation set itself. Accordingly, the rescoring results are better than the 1st pass results for both of tasks. For the travel corpus, the word error reduction rate was 11.29% by subclass AdaBoost, which is better than the performance of the conventional AdaBoost. However, the performance of resoring for CSJ is not improved much. Furthermore, the difference of performance between conventional and subclass AdaBoosts is very small although the difference of classification performance is large. CSJ is the spontaneous speech database, which includes a lot of ambiguous speech utterances. The rescoring method by phoneme segments may not match the solution of the spontaneous speech recognition. This is the future work for us.

5. Conclusions

We proposed a novel technique to exploit discriminative models with subclasses for speech recognition. Our method is subclass AdaBoost which does not need splits by any clustering method in advance. Subclass AdaBoost can automatically optimize the discriminator with triphone contexts. This method can be applied to many applications. As a first try, a phoneme classifier is constructed for each phoneme by the subclass AdaBoost algorithm. Each phoneme classifier discriminates whether the given segment is the phoneme or other phonemes, and outputs the AdaBoost score for the segment as the classification score. In the classification task, the performance of the subclass AdaBoost is highly better than the conventional AdaBoost. The error reduction rate is 53.49%. Furthermore, experimental results showed that the proposed technique consistently improved the continuous word recognition performance. The word error reduction rate was max 11.29%, when the number of weak classifiers was 600 using the proposed subclass AdaBoost.
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