Comparison of Spectral Analysis Methods for Automatic Speech Recognition
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Abstract
In this paper, we evaluate the front-end of Automatic Speech Recognition (ASR) systems, with respect to different types of spectral processing methods that are extensively used. Experimentally, we show that direct use of FFT spectral values is just as effective as using either Mel or Gammatone filter banks, as an intermediate processing stage, if the cosine basis vectors used for dimensionality reduction are appropriately modified. Furthermore, it is shown that trajectory features computed over intervals of approximately 300ms are considerably more effective, in terms of ASR accuracy, than are delta and delta-delta terms often used for ASR. Although there is no major performance disadvantage if a filter bank is used, simplicity of analysis is a reason to eliminate this step in speech processing. The experimental results which confirm that the above assertions are based on the TIMIT phonetically labeled database. The assertions hold for both clean and noisy speech.

Index Terms: DCTC/DCSC, MFCC, Gammatone filter bank, Mel filter bank, ASR.

1. Introduction
All automatic speech recognizers perform spectral analysis at the front end which converts the speech signal, possibly noisy and/or degraded, into values from which useful features can be easily computed. The front-end spectral analysis is performed by calculating the short-time Fourier transform (STFT) of the speech signal, either using an FFT, a filter bank, or a combination of the two methods. For the combination method, the filter bank is approximated by summing weighted combinations of FFT magnitude values. The filter bank approach, even if derived from FFT values, is thought to be advantageous since it can be designed to mimic the functionality of the cochlea of the human auditory system, such as a nonlinear (“warped”) frequency scale.

The majority of ASR systems are implemented using a Mel filter bank as the spectral analysis front end, followed by a cosine transform based feature extraction which is shown to outperform other signal processing methods [1]. Very recently, another filter bank has been presented as a superior alternative to the triangular-shaped Mel filters called the Gammatone filter bank, which simulates the motion of the basilar membrane within the cochlea of the human auditory system. It was first introduced by Johannsma (1972) to describe the shape of the impulse response function of the auditory system as estimated by the reverse correlation function of neural firing times. The general thinking is that since the Gammatone filter bank approximates the human auditory system better than the Mel filter bank, it should also be superior for ASR applications [2].

The Gammatone filter is defined in the time domain (impulse response function) as:

\[ g(t) = at^{n-1}e^{-2bt} \cos(2\pi ft + \Phi) \]  

where \( f \) is the frequency, \( \Phi \) is the phase of the carrier, \( a \) is the amplitude, \( n \) is the filter order, \( b \) is the bandwidth and \( t \) is time.

Front-end spectral analysis can also be performed without using any filter bank, but simply using an FFT directly. In either case, spectral values (that is FFT values or filter bank outputs, both converted to log magnitudes), are typically reduced in dimensionality using some type of cosine transform. If the filter bank step is used, cosine basis vectors can be used directly. However, if the FFT magnitudes are used as the direct input to the cosine transform, the cosine basis vectors should be modified to account for the non-uniform frequency resolution. In order to incorporate spectral trajectory information into ASR feature sets, additional terms are generally computed from blocks of frame-based features, such as delta terms.

In the following sections we compare spectral features computed as cosine transforms of filter bank outputs with features computed as modified cosine transforms (DCTCs) of FFT spectral log magnitudes directly. We also compare delta type trajectory features with trajectory features computed over much longer time intervals using another set of modified cosine basis vectors (DCSCs). More details of the more common spectral and feature calculation method (MFCCs with delta and delta-delta terms are given in [3] and [4]. More details of the DCTC/DCSC general method are given in [5], [6] and [12]. All the methods are evaluated using as much similarity of parameters and recognizer as feasible (such as frequency range, # of HMM mixtures, etc.) in order to make comparisons most meaningful.

2. FFT Based Spectral Analysis
The most common spectral analysis method for speech recognition uses a frame-based approach in which the time varying speech signal is described by a stream of feature vectors, with each vector reflecting the spectral magnitude properties of a relatively short (10-30ms) segment (frame) of the signal. For experimental results reported in this paper, 16 kHz sampling rate speech signals are short-time Fourier transform (STFT) analyzed using a 10ms Kaiser window with a frame space of 2ms. The spectrogram of a typical speech signal is as shown in Figure 1. The FFT spectral values are used as the front-end for DCTC/DCSC feature extraction, as described later. The frame length and frame spacing mentioned were empirically determined as providing most accurate ASR results.
3. Filter bank based Spectral analysis

A filter bank can be regarded as a crude model for the initial stages of transduction in the human auditory system. A set of band pass filters is designed so that the desired range of the speech band is entirely covered by the combined pass bands of the filters composing the filter bank. The output of the band pass filters are considered to be the time varying spectral representation of the speech signal.

For the experiments given in this paper, we evaluate two commonly used filter banks: the Mel filter bank and Gammatone filter bank. Either the DCTC/DCSC method (but without frequency warping) or the more common method used for MFCC features (i.e., delta terms rather than DCSCs) are used. Results are compared for the filter bank approaches versus the FFT-only spectral method.

3.1. Mel filter bank

The Mel filter bank is a series of triangular band pass filters, as depicted in Figure 2, designed to simulate the band pass filtering believed to be similar to that occurring in the auditory system.

To convert the frequency in Hz into frequency in Mels the following equation is used:

\[ m = 1127.01048 \times \log_e \left(1 + \frac{f}{700}\right) \]

On a linear frequency scale, the filter spacing is approximately linear up to 1000 Hz and approximately logarithmic at higher frequencies. For actual implementation, the Mel filter bank is computed by first computing the power spectrum with an FFT, and then multiplying the power spectrum by the Mel filter bank coefficients. In Figure 3 is shown a spectrogram based on 32 Mel filters. Note that this spectrogram is qualitatively similar to the direct FFT spectrogram shown in Figure 1. The details of the two spectrograms are quite different since the frequency range is more quantized in Figure 3 and the frequency scale is effectively in Mels rather than linear.

However, it should be noted that the Mel spectrogram, or Mel filters, are derived from the FFT spectral values and thus are simply an intermediate step in processing.

3.2. Gammatone Filter Bank

A Gammatone filter is a linear filter with impulse response described as the product of a (gamma) distribution and sinusoidal (tone), hence the name Gammatone. The filter bank is a combination of individual Gammatone filters with varying bandwidth based on the Equivalent Rectangular Bandwidth (ERB) scale. For moderate sound pressure levels, Moore et al [7] [8] estimated the size of ERBs for humans as:

\[ \text{ERB}[f] = 24.7 + 0.108 \times f_c \]

The value ERB[f] is used as the unit of center frequency \( f_c \) on the ERB scale. For example, the value of ERB[f] for a center frequency of 1 kHz is about 132.64, so an increase in frequency from 975 to 985 Hz represents a step of one ERB[f]. Each step in ERB roughly corresponds to a constant distance of about 0.89 mm on the basilar membrane [9].

As the center frequency increases the bandwidth of the filter bank increases. A 16 channel Gammatone FFT based filter bank frequency response is shown in Figure 4.

The Gammatone filter bank can be implemented using sums of weighted FFT power spectrum values [10], exactly as for the Mel filter bank except using the weights corresponding to Figure 4, rather than the Mel filter weights shown in Figure 2. Alternatively, the Gammatone real filters can be implemented as actual IIR or FIR filters, followed by rectification and low pass filters, as depicted in Figure 5. Figure 6 depicts the Gammatone spectrogram of the same sentence as was used to construct the spectrograms for Figures 1 and 3.

![Figure 5: Block diagram of Gammatone using actual filters (difference equations) in first block](image)
4. DCTCs/ DCSCs based feature extraction

Typically FFT spectral magnitudes or filter bank outputs are dimensionality reduced with a cosine or cosine-like transform for each frame of spectral values. Several frames of cosine transform coefficients are further processed in overlapping sliding blocks to form spectral trajectory features. Although both of these steps are very "standard," especially for the case of Mel filter bank spectral values for the preceding step, in this section we review these transforms especially as they relate to using FFT spectral values directly.

The first step of this feature calculation is to compute DCTC terms from the spectrum $X$, with the frequency $f$ normalized to a $[0, 1]$ range, as follows:

$$DCTC(i) = \int_{0}^{1} a(X(g(f))) \phi_i(f) df \quad (4)$$

In this equation, $i$ is the DCTC index, $a(X)$ is a nonlinear amplitude scaling and $g(f)$ a nonlinear frequency warping. $\phi_i(f)$ is the $i^{th}$ basis vector over frequency computed as:

$$\phi_i(f) = \cos \left[ \pi i g(f) \right] \frac{2g}{2\pi} \quad (5)$$

The crucial elements of this approach are the selection of the nonlinear amplitude scaling $a(X)$ and the nonlinear frequency scaling $g(f)$ so that the cosine transform is with respect to a perceptual scale. In practice, the scaling $a(X)$ is typically a log, and the scaling $g(f)$ is a Mel-like function unless the first step is a Mel-like filter bank, in which case $g(f) = f$, $dg/df = 1$, and the basis vectors are “regular” cosines.

For the case of FFT-only spectral analysis frequency, $g(f)$ is a Mel-like “warping” function, which has the effect of modifying the cosine basis vectors, according to Eq. 5. The results presented in this paper for the DCTC/DCSC expansion of FFT spectra were based on this Mel-like warping (lower blue curve in Figure 7), which was empirically found to perform better than the more precise Mel warping as given in Eq. 2 and also depicted in Figure 7.

In order to create the DCSC features that represent the spectral evolution of DCTCs over time, as an alternative to delta and delta-delta terms typically used with MFCCs, a cosine basis vector expansion over time is performed using overlapping blocks of DCTCs. That is, the DCSCs are computed as:

$$DCSC(i,j) = \int_{0}^{1} DCTC(i, h(t)) \theta_j(t) dt \quad (6)$$

where $\theta_j(t)$ is the $j^{th}$ basis vector over time computed as:

$$\theta_j(t) = \cos \left[ \pi i h(t) \right] \frac{h(t)}{d_1} \quad (7)$$

In this equation, $h(t)$ is a time warping function and $t$ is normalized to $[0,1]$ over a selected segment (a "block"). In practice, $t$ is discrete, corresponding to a frame index, and the integral is computed using a sum of all frames in the block. The calculation is repeated for each overlapping block, with the block spacing some integer multiple of the frame spacing.

5. Phonetic recognition experiments

Phonetic recognition experiments were conducted using the TIMIT phonetically-labeled database. 3296 sentences from 462 speakers were used for training and 1344 sentences from 168 speakers were used for test. SA sentences were excluded. A frequency range of 100 to 8000 Hz was used for all experiments. Experiments were conducted with clean, 20 dB SNR, 10 dB SNR, and 0dB SNR speech. For all conditions, training and test conditions were matched with respect to noise; additive white Gaussian noise was used for noise.

The objective of the experiments was to compare phoneme recognition accuracy for four spectral analysis methods, as depicted in Figure 8, and also to compare to a control case (13 MFCCs with delta and acceleration terms, or 39 total terms, derived from a Mel filter bank, as implemented in HTK).
Case 3&4: Gammatone filter banks (FFT-based and actual filters cases) used as front end for DCTC/DCSC features, with no frequency warping used for DCTCs.

Case 5: HTK MFCC features with delta terms.

For all experiments with DCTC/DCSC features, a frame spacing of 2ms (500 frames per second) was used. Blocks were comprised of 150 frames (300ms) and spaced 8ms apart (125 blocks per second). Experiments were conducted with both 78 features (13 DCTCs times 6 DCSCs), and the more standard 39 features (13 DCTCs times 3 DCSCs).

HMMs with 3 hidden states from left to right with 16 Gaussian mixtures were used for phonetic recognition experiments. A total of 48 (eventually reduced to 39 phones) Gaussian mixtures were used for phonetic recognition experiments. The HTK toolbox (Ver3.4) [12]. The bigram phone information was a considerable difference in the performance of the two. To test the statistical significance of the differences in accuracy for the results given in this paper, we performed several t-tests by dividing the 1344 sentences of test into sets of 96 sentences each. The means and variances of the groups of 14 independent tests, and using standard statistical hypothesis testing methods [13], it was determined that 2% differences are significant at the 97.5% confidence level, and 1% differences are significant at the 90% confidence level. Thus, for example, in Table 1, for a fixed SNR, many of the results are statistically similar, except for MFCC results, which are lower than for all the other methods shown.

Table 1: Accuracy (%) comparison for 39 features

<table>
<thead>
<tr>
<th>SNR (dB)</th>
<th>FFT only</th>
<th>Mel FB</th>
<th>Gammatone FFT FB</th>
<th>Gammatone Real FB</th>
<th>MFCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clean</td>
<td>69.2</td>
<td>68.5</td>
<td>69.8</td>
<td>69.1</td>
<td>62.8</td>
</tr>
<tr>
<td>20 dB</td>
<td>64.2</td>
<td>63.5</td>
<td>63.7</td>
<td>63.4</td>
<td></td>
</tr>
<tr>
<td>10 dB</td>
<td>56.3</td>
<td>55.0</td>
<td>55.8</td>
<td>55.0</td>
<td></td>
</tr>
<tr>
<td>0 dB</td>
<td>42.2</td>
<td>41.5</td>
<td>41.4</td>
<td>40.5</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Accuracy (%) comparison for 78 features

<table>
<thead>
<tr>
<th>SNR (dB)</th>
<th>FFT only</th>
<th>Mel FB</th>
<th>Gammatone FFT FB</th>
<th>Gammatone Real FB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clean</td>
<td>71.2</td>
<td>69.7</td>
<td>71.1</td>
<td>70.1</td>
</tr>
<tr>
<td>20 dB</td>
<td>65.8</td>
<td>64.7</td>
<td>65.8</td>
<td>64.9</td>
</tr>
<tr>
<td>10 dB</td>
<td>58.0</td>
<td>58.1</td>
<td>58.1</td>
<td>56.9</td>
</tr>
<tr>
<td>0 dB</td>
<td>43.4</td>
<td>42.5</td>
<td>42.8</td>
<td>41.8</td>
</tr>
</tbody>
</table>

Both case 2 and case 5 in Table 1 used Mel warping, but there is a considerable difference in the performance of the two. To investigate the possible reason for this, the delta terms and the DCSC terms were removed from MFCC using HTK and “our” Mel filter bank respectively, and the results shown in Table 3 were obtained.

Table 3: Performance comparison of MFCC and Mel filter bank.

<table>
<thead>
<tr>
<th># Channels</th>
<th>MEL FB</th>
<th>MFCC-HTK</th>
</tr>
</thead>
<tbody>
<tr>
<td>32 {FL=10ms, FS=2ms}</td>
<td>53.9</td>
<td>53.2</td>
</tr>
<tr>
<td>32 {FL=25ms, FS=10ms}</td>
<td>49.1</td>
<td>50.2</td>
</tr>
<tr>
<td>20 {FL=10ms, FS=2ms}</td>
<td>53.3</td>
<td>53.4</td>
</tr>
<tr>
<td>20 {FL=25ms, FS=5ms}</td>
<td>48.9</td>
<td>50.6</td>
</tr>
<tr>
<td>26 {FL=10ms, FS=2ms}</td>
<td>53.9</td>
<td>50.5</td>
</tr>
<tr>
<td>26 {FL=25ms, FS=10ms}</td>
<td>50.3</td>
<td>50.4</td>
</tr>
</tbody>
</table>

6. Results

Phonetic recognition accuracy (based on 39 phones) obtained for all 5 cases is given in Table 1. It can be seen that there is negligible or no improvement when filter bank techniques are used. For results in Table 1, 39 features were used. The experiment was repeated with 78 features for all cases except MFCC, and results are given in Table 2.

‘FL’ is the frame length and ‘FS’ is the frame spacing that is used. The results show that when the delta terms and the DCSC terms are removed, the performance of MFCC computed using HTK is similar to that of the Mel filter bank implemented in our code. Thus, presumably, the advantage of our Mel filter bank versus the HTK filter bank is due to the difference in the way the spectral change information was represented.

As yet another test, Table 4 shows the accuracy obtained with the Gammatone filter bank as the number of channels is varied from 8 to 128. Although there is a very slight improvement when using 64 channels, this comes at the expense of more computational time and complexity, so we considered the “standard” as 32 channels for the Gammatone filters, and used 32 channels for all the results (except for Table 4 results) in this paper.

Table 4: FFT Gammatone performance as number of filters is varied.

<table>
<thead>
<tr>
<th>SNR (dB)/Channels</th>
<th>8</th>
<th>16</th>
<th>32</th>
<th>48</th>
<th>64</th>
<th>128</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clean</td>
<td>64.5</td>
<td>69.4</td>
<td>71.7</td>
<td>71.3</td>
<td>71.4</td>
<td>71.1</td>
</tr>
<tr>
<td>20 dB</td>
<td>60.1</td>
<td>64.8</td>
<td>65.8</td>
<td>65.8</td>
<td>65.9</td>
<td>65.9</td>
</tr>
<tr>
<td>10 dB</td>
<td>50.8</td>
<td>56.0</td>
<td>58.1</td>
<td>58.1</td>
<td>59.3</td>
<td>58.1</td>
</tr>
</tbody>
</table>

To test the statistical significance of the differences in accuracy for the results given in this paper, we performed several t-tests by dividing the 1344 sentences of test into sets of 96 sentences each. The means and variances of the groups of 14 independent tests, and using standard statistical hypothesis testing methods [13], it was determined that 2% differences are significant at the 97.5% confidence level, and 1% differences are significant at the 90% confidence level. Thus, for example, in Table 1, for a fixed SNR, many of the results are statistically similar, except for MFCC results, which are lower than for all the other methods shown.

7. Conclusion

From the experimental data, we conclude that FFT-based spectral analysis in both clean and noisy conditions with a Mel-like frequency scale incorporated using frequency warping for DCTC features performs nearly identically to cochlea-motivated filter bank spectral analysis. Directly using the FFT spectrum, without the intermediate filter bank prior to feature calculations, has the advantage of simplicity and would appear to be a better front end strategy for spectral front end calculations for speech processing. The DCSC method for computing spectral trajectory features is experimentally shown to result in much higher ASR accuracy than obtained with delta and delta-delta terms.
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