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Abstract
This paper introduces a new approach that directly uses latent words language models (LWLMs) in automatic speech recognition (ASR). LWLMs are effective against data sparseness because of their soft-decision clustering structure and Bayesian modeling so it can be expected that LWLMs perform robustly in multiple ASR tasks. Unfortunately, implementing a LWLM to ASR is difficult because of its computation complexity. In our previous work, we implemented an approximate LWLM for ASR by sampling words according to a stochastic process and training a word n-gram LMs. However, the previous approach cannot take into account the latent variable sequence behind the recognition hypothesis. To solve this problem, we propose a method based on Viterbi decoding that simultaneously decodes the recognition hypothesis and its latent variable sequence. In the proposed method, we use Gibbs sampling for rapid decoding. Our experiments show the effectiveness of the proposed Viterbi decoding based on n-best rescoring. Moreover, we also investigate the effects on the combination of the previous approximate LWLM and the proposed Viterbi decoding.

Index Terms: Latent words language model, Viterbi decoding, Gibbs sampling, n-best rescoring.

1. Introduction
Language models (LMs) are necessary for several natural language processing tasks such as automatic speech recognition (ASR). One of the most common problems faced by LMs is data sparseness [1]. In ASR, LMs are often required to robustly predict the probability of unobserved linguistic phenomena even though the training data is limited. To mitigate the data sparseness problem, several techniques have been proposed. Various smoothing methods that improve LMs probability estimation have been studied for n-gram LMs [2, 3]. One candidate is based on dimensionality reduction. Class-based n-gram LMs [4] and decision tree LMs [5] are based on word classification, and Neural network based LMs are based on learning the distributed representation of words [6].

In addition, our interest has been piqued by the latent words language models (LWLMs) since they can flexibly realize smoothing and dimensionality reduction [7]. LWLMs have latent variables which are called latent words. LWLM training takes account of latent words so overcomes the data sparseness problem. Remarkably, LWLM has a soft clustering structure in common with Bayesian hidden Markov models (HMMs) [8, 9] and the Bayesian class-based LMs [10, 11]. In contrast to these models, LWLM has a vast latent variable space whose size is equivalent to the vocabulary size of the training data. These flexible attributes help us to efficiently realize the smoothing and dimensionality reduction. Therefore, it can be expected that LWLM robustly covers multiple domains in ASR. However, some approximation is inevitable for in ASR implementation because these attributes seriously increase computation complexity.

In our previous work, we proposed a method that approximates LWLM as a structure suitable for ASR [12]. We randomly generate text data according to a stochastic process and train a word-based n-gram LM (hierarchical Pitman-Yor LM [3]) from the generated data. The approximate LWLM provides results comparable to the standard n-gram LM if the test speech has the same domain as the training data, and performs robustly over multiple domains. However, the approximate LWLM cannot take into account the latent words behind the recognition hypothesis because the LWLM approximation is based on simple n-gram LM. In fact, the concept of LWLM is that every word in a text has a latent word. If we can directly take into account the latent words, further ASR improvements seem likely.

Accordingly, this paper describes a new approach based on Viterbi decoding for LWLMs that can directly take account of the latent words. Viterbi decoding simultaneously decodes a recognition hypothesis and its latent variable sequence using the joint probability between the two sequences. This technique is usually used in HMMs and it is known that the decoding performance is comparable to taking account of all possible latent variable assignments [13]. We implement the Viterbi decoding proposal as a two-pass process because there are innumerable combinations of the recognition hypothesis and its latent word assignment in LWLM. We preliminarily decode the several recognition hypotheses in a first pass, and then decode each latent word assignment in a second pass. If the recognition hypotheses are given, we only have to find each optimal latent word assignment.

Based on dynamic programming methods, the Viterbi algorithm is a formal technique for Viterbi decoding [14]. The computation complexity to determine best latent words via the Viterbi algorithm is, however, \(O(|V|^n)\); where \(|V|\) is the size of the latent variable space and \(n\) is the n-gram order for the latent variable. It is difficult to apply the Viterbi algorithm to LWLM because the latent variable space of LWLM is vast and n-gram order is usually over two.

To overcome this problem, we use Gibbs sampling to find the approximately best latent words [15, 16]. Gibbs sampling technique is a simple and widely used method for generating random samples from a joint distribution over several variables. We sample several latent word assignments based on Gibbs sampling and find the best of the samples. Gibbs sampling can reduce the computation complexity from \(O(|V|^n)\) to \(O(|V|)\) so we can conduct Viterbi decoding more rapidly than is possible with the formal Viterbi algorithm.

The organization of this paper is as follows. We detail LWLM based on Bayesian inference in Section 2. Our Viterbi decoding proposal and the Gibbs sampling based method are addressed in Section 3. Section 4 describes our experiments and Section 5 concludes this paper.
The posterior predictive distribution can be approximated using $T$ instances of $\Theta$. Although the point estimation, which uses one instance of $\Theta$, is available, we conduct ensemble modeling. In fact, the ensemble of several models is effective for LMs such as random class-based LMs [17] and random forest LMs [18].

An arbitrary prior distribution can be applied for each model parameter. In this paper, we use a hierarchical Pitman-Yor prior for $\theta_s$. $P(h_k|l_k, \theta_s)$ is given as,

$$P(h_k|l_k, \theta_s) = \frac{1}{T} \sum_{t=1}^{T} P_{\text{hyp}}(h_k|l_k, S_t).$$  (5)

where $S$ is a seating arrangement defined by the Chinese restaurant franchise representation of the Pitman-Yor process [19]. $P_{\text{hyp}}(h_k|l_k, \theta_s)$ can be approximately obtained by collecting $I$ samples of $S$. Under seating arrangement $S$, $P_{\text{hyp}}(h_k|l_k, S)$ is obtained as,

$$P_{\text{hyp}}(h_k|l_k, S) = \frac{c(h_k, l_k) - \delta_{0k} + c(l_k)}{\theta_{l_k} + c(l_k) + \theta_0} + \theta + \delta_{0k} \cdot \frac{P_0(h_k)}{C_{0k} + \alpha},$$  (6)

where $\pi(l_k)$ is the shortened context obtained by removing the earliest word from $l_k$, $c(h_k, l_k)$ and $\theta_{l_k}$ are parameters based on the Chinese restaurant franchise representation. $d_{u_{ak}}$ and $\theta_{u_{ak}}$ are discount and strength parameters of the Pitman-Yor process, respectively. Moreover, we use a Dirichlet prior for $\theta_u$. $P(w_k|h_k, \theta_u)$ is given as,

$$P(w_k|h_k, \theta_u) = \frac{c_0(w_k, h_k) + \alpha P_0(w_k)}{C_0 + \alpha},$$  (7)

where $P_0(w_k)$ is the ML estimation value of unigram probability in the training data $W$. $c_0(w_k, h_k)$ and $C_0(h_k)$ are counts calculated from $W$ and its latent word assignment $H$. $\alpha$ is a hyper parameter used by Dirichlet smoothing [20].

For training LWLM, i.e. for calculating Eqs (5) to (7), we have to inference a latent word assignment $H$ behind training data $W$. To this end, Gibbs sampling is suitable. A conditional probability distribution of possible values for latent word $h_k$ is obtained as,

$$P(h_k|W, H^{-k}, \Theta^{-k}) \propto P(w_k|h_k, \Theta^{-k}) \prod_{j=1}^{k-1} P(h_j|l_j, \Theta^{-k}),$$  (8)

where $H^{-k}$ represents all latent words except for $h_k$, and $\Theta^{-k}$ denotes $\{\theta^{-k}_v, \theta^{-k}_u\}$. Gibbs sampling samples a new value for the latent word according to its distribution and places it at position $k$ in $H$. Along with $H$, the model parameters are updated by recalculating Eqs (5) to (7). This procedure is iterated until convergence is achieved.

2.3. Approximate LWLM

In our previous work, we approximated LWLM as a structure suitable to implement LWLM to ASR because it is impractical to rigorously compute the posterior probability $P(w|W)$ [12]. If we compute the posterior probability, we must consider all possible latent word assignments. In fact, the computation complexity based on the forward algorithm is $O(V^n)$, where $|V|$ is the size of latent variable space and $n$ is order of n-gram
about latent variable [13]. In LWLM, $|V|$ is equivalent to the vocabulary size of the training data and often reaches into the tens of thousands, and $n$ is often over two. This computation complexity is much larger than that in standard HMMs.

The approximate LWLM is constructed by randomly generating text data according to the stochastic process of Eqs (1) and (2), and training word based n-gram LM from the generated data. In addition, we mixed the standard n-gram LM and the approximate LWLM. The previous method was effective for ASR but cannot guarantee an enough approximation. LWLM has the concept that the observed words are actually generated from latent single words. Therefore, we should consider the single word latent assignment behind the observed words.

3. Viterbi decoding for LWLM

3.1. Two-pass Viterbi decoding

We propose here a method based on Viterbi decoding for LWLM in order to directly take into account the latent words. The Viterbi decoding simultaneously decodes the recognition hypothesis $w$ and its latent word assignment $l$ using the joint probability $P(w, l|W)$. The joint probability is defined as,

$$P(w, l|W) = \frac{1}{T} \sum_{t=1}^{T} P(w_t|l_t, \Theta_r) P(l_t|\Theta_r). \tag{9}$$

In LWLM, Viterbi decoding is to be implemented as a one-pass process because we have to consider innumerable combinations of the recognition hypothesis and its latent word assignment. Therefore, we conduct the two-pass Viterbi decoding. In a first pass, we preliminarily decode the several recognition hypotheses using the standard n-gram LM to narrow down the search space, and then, estimate each optimal latent word assignment in a second pass. This computation cost is much smaller than intuitive one-pass Viterbi decoding.

Given recognition hypothesis $w$, we only have to find the optimal latent word assignment $h$. The optimal latent word assignment $h$ is, with regard to $w$, obtained as,

$$h = \underset{h}{\arg \max} \ P(h|w, W) \tag{10}$$

The joint probability $P(w, h|W)$ is used as a language model score for ASR decoding. We can also use $P(w, h|W)$ in conjunction with the score calculated by the standard n-gram LM.

3.2. Viterbi algorithm for LWLM

The Viterbi algorithm concurrently solves the problems of finding the optimal latent word assignment and computing the joint probability based on dynamic programming methods. The joint probability $P(w, h|W)$ can, based on the Viterbi algorithm, be obtained as,

$$P(w, h|W) = \max_{l} \sum_{t=1}^{T} \delta(l_{t+1}, \Theta_r). \tag{11}$$

$$\delta(l_{t+1}, \Theta_r)$$ is the joint probability of observing $w_1, \ldots, w_t$ together with sequence $l_{t+1} = h_{t+1}, \ldots, h_t$. It is defined recursively as,

$$\delta(l_{t+1}, \Theta_r) = P(w_t|h_t, \Theta_r) \delta(l_t^*, \Theta_r) P(h_t|l_t^*, \Theta_r), \tag{12}$$

where $l_t^* = h_{t-n+1}, h_{t-n+2}, \ldots, h_t$. $h_{t-n+1}^*$ is the optimal latent word through $l_{t+1}$. If we do not conduct ensemble modeling, it is easy to determine $h_{t-n+1}^*$. But in ensemble modeling, $h_{t-n+1}^*$ is determined according to Eq. (13).

$$h_{t-n+1}^* = \arg \max_{h_{t-n+1}} \sum_{t=1}^{T} P(w_t|h_k, \Theta_r) \delta(l_t, \Theta_r) P(h_t|l_t, \Theta_r). \tag{13}$$

The computation complexity via Viterbi algorithm is equal to that of the forward algorithm, that is $O(|V|^n)$. As noted previously, it is difficult to use the Viterbi algorithm directly in LWLM.

3.3. Viterbi decoding based on Gibbs sampling

We use the Gibbs sampling technique in LWLM in order to find the approximately optimal latent word assignment more rapidly.

First, we sample several latent words assignments based on Gibbs sampling. A conditional probability distribution of the possible values for latent word $h_k$ is defined as,

$$P(h_k|w, h_1, \ldots, h_{k-1}, W) \propto \sum_{h_{k+1}} \sum_{h_{k+1}} \cdots \sum_{h_{k+n-1}} P(w_k|h_k, \Theta_r) \prod_{j=k}^{k+n-1} P(h_j|l_j, \Theta_r). \tag{14}$$

This equation is similar to Eq. (8). We obtain $M$ samples of latent words assignments $h_1, \ldots, h_M$ and find the optimal one by Eq. (15).

$$P(w, h|W) \approx \max_{h \in \{h_1, \ldots, h_M\}} \frac{1}{T} \sum_{t=1}^{T} P(w_t|h, \Theta_r) P(h|l_t, \Theta_r). \tag{15}$$

The computation complexity based on Gibbs sampling is $O(|V|)$ so we can find the approximately optimal latent words assignment much more rapidly than is possible with the formal Viterbi algorithm.

4. Experiments

4.1. Experimental conditions

Our experiments employed the Corpus of Spontaneous Japanese (CSJ) [21]. We divided the CSJ into training, development set, and test set also in the previous work [12]. In addition, we used a contact center task and a voice mail task for evaluation in out-of-domain environments; details are shown in Table 1.

We used triphone HMM acoustic models for each domain. The speech recognition decoder is VoiceRex, a WFST-based decoder [22, 23]. JTAG was used as the morpheme analyzer to split sentence into words [24].
Table 2 shows PPL results on each condition. PPL results shows that LWLM achieved high performance compared to LWLM(Viterbi). Moreover, LWLM+HPYLM provided highest performance. The PPL results of the LWLM(Viterbi) is relatively not so good compared with the other condition. It is because the joint probability between the target data and its optimal latent word assignment was used for computing PPL.

Table 3 shows WER results. In using HPYLM for the first pass, we could achieve further improvement in proposed Viterbi decoding for the first pass result (1). Moreover, the combination of the first pass score and the Viterbi decoding score (1-b) provided higher performance than each decoding in isolation. It seems that taking account of the latent word assignment of the recognition hypothesis yields characteristics different from only using the standard n-gram LM.

Next, we compared the proposed Viterbi decoding based on LWLM (2-a) with the previous approximate LWLM (2). The Viterbi decoding was more effective than the approximate LWLM, and we obtained further improvement with their combination (2-b). This result shows that the Viterbi decoding based on LWLM possessed properties different from the approximate LWLM. It confirms that we should simultaneously use both implementations.

In addition, we used all possible score (3-b), based on the hierarchical Pitman-Yor LM, and the joint probability based on Viterbi decoding. This condition achieved the highest performance of all conditions. This performance might be attributed to the efficiency of the proposed Viterbi decoding that directly takes account of the latent words.

5. Conclusions

In this paper, we proposed a LWLM-based Viterbi decoding approach that directly takes account of the latent words. Viterbi decoding well reflects the concept of LWLM in that every word in a text has a latent word. We implement the Viterbi decoding proposal as a two-pass process in which several recognition hypotheses are initially created based on standard decoding using the standard n-gram LM; these hypotheses are then rescored using the joint probability between the recognition hypothesis and the optimal latent word assignment. To determine the optimal latent word assignment, we used Gibbs sampling which can rapidly finds the optimal latent words. This technique runs far more rapidly than the formal Viterbi algorithm.

Experiments showed that the Viterbi decoding proposal is more effective than the first pass result with standard n-gram LM and the previous approximate LWLM. Moreover, we could achieve the highest performance by combining the hierarchical Pitman-Yor LMs with the approximate modeling of LWLM and the Viterbi decoding of LWLM.
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