Pruning Deep Neural Networks by Optimal Brain Damage
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1. Introduction

Recent studies demonstrate that deep neural networks (DNN) are much more powerful than conventional Gaussian mixture models (GMM) in acoustic modeling for automatic speech recognition (ASR) [1, 2, 3]. A main advantage of the DNN model is that the hierarchical patterns of speech signals can be learned automatically from a large volume of data. In other words, there are no artificial assumptions placed on distributions of the input data and structures of the models, and all the discriminative properties (i.e., posterior distributions) are learned based on a layer-by-layer connected network.

This no-assumption property, plus the large-scale deep architecture, offers great flexibility for DNNs to learn very complex signal patterns and discriminative rules, provided that sufficient training data are available. Nowadays the DNN structure of a practical recognition system may be as huge as 2000-4000 units per layer, amounting to more than 100 million parameters [4]. Although huge models have been demonstrated to be very powerful, most of the parameters in the model are redundant, as shown in [5] and the experimental results in Section 4. Involving a large proportion of redundant parameters in the model leads to weak generalization (over-fitting) and unnecessary computation when conducting inference.

The problem of parameter redundancy with neural networks has been studied for decades in neural computation. The principle solution is to place some heuristic or structural regularization on the network structure, so that salient weights/units are promoted. Weight decay [6] and the variants (e.g., [7]) follow this idea by introducing an $\ell$-2 regularization. A more sparsity-oriented regularization is based on the $\ell$-1 norm. For example, [8] applies the $\ell$-1 norm on the bottleneck layer of encoder/decoder networks; the same approach was also applied to recurrent networks with rectifier-activated hidden units [9]. [10] introduces a similar regularization to train sparse deep Boltzmann machines. Another possible regularization is in the form $\log(1 + v^2)$ where $v$ is the weight/unit to regularize. This regularization, which equals to a student-t prior on $v$, has delivered better performance on phone recognition [11].

All the above approaches are implemented as a regularization term in the cost function. There are some other forms of regularizations, such as early stopping based on a validation set, rectifier activation that zeroes negative units [12, 13], and dropping-out that randomly discards a percentage of the network connections [14]. Although in different forms, the basic principles of these techniques are the same: introduce some priors/constraints/preferences on the network structure, so that the over-fitting problem with the ‘blind training’ can be partially solved.

In this paper, we focus on a particular regularization: network pruning. This technique cuts off those redundant and unimportant connections of a network and leave only the salient and essential structure. By pruning, we can learn a succinct network which is better generalizable and parsimonious in computation. In theory, the $\ell$-1 regularization is able to drive part of the weights to vanish and thus leads to ‘optimization-driven pruning’, but in practice we seldom observe zero weights with an $\ell$-1 norm, although they are indeed driven to smaller values. We therefore look for an explicit pruning which cuts off connections directly based on certain criteria.

Network pruning has been studied for decades [15, 16, 17, 18]. For DNN-based acoustic models, Yu et al. recently presented some experiments based on magnitude-based network pruning [5]. Although very simple in technique, the pruning seems quite promising: by cutting off 90% of the connections, the recognition accuracy is largely retained. We follow this direction and propose to prune DNNs by a Hessian-based approach, or optimal brain damage (OBD) [16]. Our experiments demonstrate that if we target for a very sparse network, the OBD-based pruning clearly outperforms the magnitude-based pruning.

The next section highlights the novelty of this paper compared to related works, and the OBD-based pruning is presented in Section 3. The experiments are reported in Section 4, followed by some conclusions in Section 5.
2. Related work

This paper is related to [5] in the sense that we all seek for a very sparse DNN. The difference is that [5] assumes that the magnitude (absolute value) of weights reflects salience of the associated connections, and so the pruning is performed based on \(|w_{i,j}|\). We employ second order information encoded by Hessian to conduct the pruning, which is more sound in theory and powerful in practice.

Applying Hessians to network pruning has been well established in the neural computation community. Since computing Hessian matrices is very expensive, various approximations were proposed, e.g., the optimal brain damage (OBD) approach assumes a diagonal Hessian [16], and the optimal brain surgery (OBS) approximates the Hessian by outer product of a vector and its transpose. This paper applies OBD to prune DNNs. Although OBD has been well established in theory and validated in experiments, its application to DNNs is still questionable, because the DNN structure is highly complex and the diagonal assumption does not necessarily hold. From this perspective, one of the contributions of this paper is to confirm that the diagonal Hessian approximation is useful for DNNs.

3. Pruning with Diagonal Hessian

We start by presenting the diagonal Hessian approach, or OBD. The derivation is mostly the same as in [16] though the cost function is cross entropy in our case.

3.1. Optimal brain damage

Given a network whose connections are represented by a weight vector \(w \in \mathbb{R}^K\) where \(K\) is the total number of weights in the network, a small change on the weight vector \(w\), denoted by \(\delta w\), causes a change on the cost function \(E\) as follows:

\[
\delta E = E(w + \delta w) - E(w).
\]

Applying the Taylor expansion on \(E(w + \delta w)\), we have:

\[
\delta E \approx \delta w^T \frac{\partial E}{\partial w} + \frac{1}{2} \delta w^T H \delta w,
\]

where \(H\) is the Hessian:

\[
H = \begin{pmatrix}
\frac{\partial^2 E}{\partial w_1 \partial w_1} & \cdots & \frac{\partial^2 E}{\partial w_1 \partial w_K} \\
\vdots & \ddots & \vdots \\
\frac{\partial^2 E}{\partial w_K \partial w_1} & \cdots & \frac{\partial^2 E}{\partial w_K \partial w_K}
\end{pmatrix}.
\]

For a well-trained network, there is \(\frac{\partial^2 E}{\partial w_i \partial w_i} = 0\) and so the change on \(E\) is mostly caused by the second order term. Further ignore the non-diagonal elements of \(H\), we have:

\[
\delta E \approx \frac{1}{2} \sum_{i=1}^{K} h_{i,i} \delta w_i^2,
\]

where \(h_{i,i} = \frac{\partial^2 E}{\partial w_i \partial w_i}\). Note that cutting off a connection \(w_i\) is equal to change the associated weight to 0, therefore the cost of pruning \(w_i\) is:

\[
\delta E_i \approx \frac{1}{2} h_{i,i} w_i^2.
\]

The OBD pruning scheme is as follows: first train the network until the training converges, and then compute \(\delta E_i\) for all the connections \(i\). This computation is based on the entire database although it is possible to use mini batches. So the computing cost is roughly another iteration of the BP process. Prune the network according to \(\delta E_i\), either by a threshold on \(\delta E_i\) or to a percentage of the whole connections. An interesting property of OBD is that if the Hessian components are set to equal, the OBD pruning falls back to the weight magnitude-based pruning.

3.2. Hessian back propagation

We now describe how to compute the Hessian component \(h_{i,i}\). The procedure is a back propagation (BP) proposed in [16], although we derive the procedure with the cross entropy cost.

Concentrating on a particular layer \(m - 1\) and the next layer \(m\). Let the tuple \((m, i, j)\) denote a connection from the \(j\)-th unit of layer \(m - 1\) to the \(i\)-th unit of layer \(m\), and further denote the associated weight by \(w_{i,j}^m\). The activation of the \(i\)-th unit at layer \(m\) is given by:

\[
a_i^m = f(y_i^m) = \sum_j w_{i,j}^m a_j^{m-1}
\]

where \(f\) is the logistic function for hidden units and the softmax function for output units. Assuming that the \(k\)-th connection is \((m, i, j)\), the Hessian component \(h_{k,k}\) is derived as:

\[
h_{k,k} = \frac{\partial^2 E}{\partial w_{i,j}^2} = \frac{\partial^2 E}{\partial (y_i^m)^2} \left( \frac{\partial f(y_i^m)}{\partial (y_i^m)} \right)^2
\]

where the second order term can be computed in a back-propagation style:

\[
\frac{\partial^2 E}{\partial (y_i^m)^2} = f'(y_i^m)^2 \sum_j w_{i,j}^m \frac{\partial^2 E}{\partial (y_i^{m+1})^2} + f''(y_i^m) \frac{\partial E}{\partial y_i^m}.
\]

Note that the second-order BP procedure requires an accompanying conventional BP to compute the first-order derivatives. The BP procedure starts from the output layer \(M\). Considering that the cost is cross entropy and the output activation is softmax, the initialization of the BP procedure can be derived:

\[
\frac{\partial E}{\partial (y_i^M)^2} = \sum_n a_i^M(n)(1 - a_i^M(n))
\]

where \(n\) indexes the training samples, and \(t_i(n)\) is the \(i\)-th component of the label of the \(n\)-th sample.

3.3. Training heuristics

The OBD pruning is then straightforward: first train the network until convergence, and then sweep over the training data (an extra iteration) by running the second order BP. For each mini batch, accumulate the cost of each connection according to (1). Prune the network according to the cost once all the data have been processed, and then retrain the sparse network until convergence.

Directly application of the above procedure, however, did not work for DNNs in our experiments. Careful analysis reveals two problems. First, we found that some Hessian values \(h_{k,k}\) are extremely large in some mini batches, which leads to an unrecoverable bias. This can be attributed to the odd cliffs in the cost function which in turn may be caused by the complex parameter space of DNNs. We set a ceiling value \(\theta\) for \(h_{k,k}\) and round those large values to \(\theta\) for which was empirically set to 0.001 in our experiments.

In addition, we observe quite some negative values of \(h_{k,k}\). This is not consistent with the assumption that the network has been well trained. This might be an indicator that the diagonal approximation is not very appropriate for complex networks such as DNNs. We enforce a non-negative constraint on the Hessian to remedy the problem, i.e., setting negative values to zeros in the Hessian.
4. Experiments

4.1. Databases and settings

The experiments were conducted with a Chinese continuous speech database that was obtained from the Tencent corporation. This database was mostly recorded through online applications and thus can largely reflect practical usage scenarios, such as complex speaker varieties and multiple channel and environment conditions. We chose 100 hours of speech data for model training (including 7,000 utterances as the validation set), and another 17 hours of speech data (27,000 utterances) for testing.

The 40-dimensional Fbank feature was used in DNN training and recognition. The DNN input involves a window of 11 frames of Fbank features that are reduced to 200 dimensions by an LDA transform. The DNN architecture involves 4 hidden layers and each layer consists of 1200 units. The output layer is composed of 3580 units, corresponding to 3580 tied context dependent states. The Kaldi toolkit\(^1\) was used to conduct the DNN training, and we largely follow the-wsj-s5 recipe based on a single GPU. Specifically, the training starts from a randomly initialized DNN, and then the stochastic gradient descent (SGD) approach was adopted to conduct optimization with the mini batch size set to 256 frames. The initial learning rate is 0.008, and it is started to be halved once the accuracy improvement on a held-out cross validation (cv) dataset is less than 0.5, and the training stops if the cv accuracy improvement is less than 0.1.

Once the DNN was trained, it is used as the acoustic model of an HMM-DNN hybrid ASR system. A 110k-words lexicon plus a 3-gram word-based language model was used in decoding.

4.2. Network classification accuracy

In the first experiment, we study the discriminative power of DNNs before and after pruning. We compare the magnitude-based pruning and the OBD pruning, and investigate the performance with/without retraining. The pruning was conducted by setting a global threshold on the magnitude of weights (magnitude-based approach) or \(\delta E_i\) (OBD-based approach), leading to pruned networks with various sparsity degrees, as shown in Table 1, where the sparsity of the entire network and each layer are presented.

The performance of the pruning approaches is evaluated in terms of classification accuracy (CA) of frames. Table 2 and Table 3 present the results on the training set and the validation set respectively.

We observe that on the training set, the OBD pruning is consistently better than the magnitude-based pruning, particularly when the pruning is harsh. On the validation set, the advantage of OBD is still evident, although the difference is a bit reduced. In addition, we can see that the retraining is highly important for both the two pruning approaches. By re-optimizing the pruned sparse networks, the accuracy loss caused by pruning is largely recovered, and the discrepancy between the OBD

\(^1\)http://kaldi.sourceforge.net/

<table>
<thead>
<tr>
<th>Sparsity</th>
<th>Total Net</th>
<th>Layer 1</th>
<th>Layer 2</th>
<th>Layer 3</th>
<th>Layer 4</th>
<th>Layer 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.50</td>
<td>0.76</td>
<td>0.55</td>
<td>0.58</td>
<td>0.48</td>
<td>0.44</td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>0.57</td>
<td>0.25</td>
<td>0.32</td>
<td>0.26</td>
<td>0.21</td>
<td></td>
</tr>
<tr>
<td>0.12</td>
<td>0.42</td>
<td>0.08</td>
<td>0.14</td>
<td>0.15</td>
<td>0.10</td>
<td></td>
</tr>
<tr>
<td>0.06</td>
<td>0.32</td>
<td>0.04</td>
<td>0.07</td>
<td>0.10</td>
<td>0.06</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Sparsity of different layers in the OBD-based pruned network.

<table>
<thead>
<tr>
<th>Sparsity</th>
<th>Magnitude</th>
<th>OBD</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>0.50</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>0.25</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>0.12</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>0.06</td>
<td>-</td>
<td>+</td>
</tr>
</tbody>
</table>

Table 2: Classification accuracy on the training set with magnitude-based and OBD-based pruning. '-' means without retraining, and '+' means after retraining.

4.3. Speech recognition performance

In this experiment, the pruned-and-retrained DNNs are used to perform speech recognition. The performance is evaluated in word error rates (WER). Table 4 presents the results. We observe that with either pruning approach, the power of the DNN is largely remained even though the pruned structure is highly sparse. In the case of extremely sparse networks, the OBD pruning clearly outperforms the magnitude-based pruning. This seems indicate that optimization is more important than pruning, so if there is sufficient opportunity to perform optimization, the intrinsic redundancy in the network structure can be utilized to support the functions of the pruned neurons and the entire network will not be damaged much. This is the case of weak pruning. In heavy pruning, there are few redundant neurons left and the retraining has little chance to recover the functions of the pruned neurons. In this case, a clever pruning approach such as OBD is more desirable: it prunes out less important neurons/weights so that the major discriminative power is affected as little as possible. This is the case of the heavy pruning in our experiments.

5. Conclusions

We present in this paper an OBD-based approach for DNN pruning. An assumption of this approach is that the Hessian matrix is diagonal, which is not necessarily true for DNNs whose parameter space is highly complex. Fortunately, with some practical designs such as value ceiling and non-negative constraining, the OBD pruning works well in producing very sparse networks, and outperforms the simple magnitude-based pruning. In the case of modest sparse networks, pruning approach is less important since the retraining can recover most of the functions of the pruned weights. Future work involves neuron pruning instead of weight pruning, online pruning instead of batch pruning, and OBD pruning with \(\ell_1\) regularization. An-
other unaddressed problem is the highly inefficient computation with sparse matrices, which requires much effort in research and engineering.
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