Lipreading using Convolutional Neural Network
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Abstract

In recent automatic speech recognition studies, deep learning architectures for acoustic modeling have eclipsed conventional sound features such as Mel-frequency cepstral coefficients. However, for visual speech recognition (VSR) studies, handcrafted visual feature extraction mechanisms are still widely utilized. In this paper, we propose to apply a convolutional neural network (CNN) as a visual feature extraction mechanism for VSR. By training a CNN with images of a speaker’s mouth area in combination with phoneme labels, the CNN acquires multiple convolutional filters, used to extract visual features essential for recognizing phonemes. Further, by modeling the temporal dependencies of the generated phoneme label sequences, a hidden Markov model in our proposed system recognizes multiple isolated words. Our proposed system is evaluated on an audio-visual speech dataset comprising 300 Japanese words with six different speakers. The evaluation results of our isolated word recognition experiment demonstrate that the visual features acquired by the CNN significantly outperform those acquired by conventional dimensionality compression approaches, including principal component analysis.

Index Terms: Lipreading, Visual Feature Extraction, Convolutional Neural Network

1. Introduction

Incorporation of speakers’ lip movements as visual information for automatic speech recognition (ASR) systems is known to contribute to robustness and accuracy, especially in environments where audio information is corrupted by noise, provided use of suitable visual features. In previous studies, several different approaches have been proposed for extracting visual features from the region-of-interest \cite{1, 2}, which broadly fall into two representative categories. The first approach is a top-down approach, where an a priori lip shape representation framework is embedded in a model; for e.g., active shape models (ASMs) \cite{3} and active appearance models (AAMs) \cite{4}. ASMs and AAMs extract higher-level, model-based features derived from the shape and appearance of the mouth area images. The second approach is a bottom-up approach, where visual features are directly estimated from the image; for e.g., several dimensionality compression algorithms such as discrete cosine transform \cite{5, 6}, principal component analysis (PCA) \cite{5, 7}, and discrete wavelet transform \cite{5}. They are commonly utilized for extracting lower-level, image-based features. The former, model-based features are suitable for explicitly analyzing internal representations; however, some elaboration of lip shape models and precise hand-labeled training data is required for constructing a statistical model that represents valid lip shapes. While the latter, image-based features are advantageous because they do not require dedicated lip shape models or hand-labeled data for training, however, they are vulnerable to changes in lighting conditions, translations, or rotations of input images. The main objective of this study is to adopt the bottom-up approach for a lipreading system that overcomes the weaknesses of image-based feature extraction mechanisms. This is achieved by introducing a deep learning approach.

In the machine learning community \cite{8}, deep learning approaches have been successfully applied to feature learning for various modalities, such as images \cite{9} and audio \cite{10}. Achievements in deep learning technologies have facilitated in making advanced applications available to the public. For example, competition results from ImageNet Large Scale Visual Recognition Challenge (ILSVRC) \cite{11} have led to significant improvements in web image search engines \cite{12}. The following three factors have contributed to recent progress in the application of neural networks to the problems of image classification and speech recognition systems. First, the popularization of low-cost, high performance computational environments: high-end consumer personal computers equipped with general-purpose graphics processing units (GPGPUs) have allowed a wider range of users to conduct brute-force numerical computation with large datasets. Second, the public accessibility improvement of large databases: these have enabled unsupervised learning mechanisms to self-organize highly generalized features that can outperform conventional handcrafted features. Third, the invention of powerful machine learning techniques: recent improvements in optimization algorithms have enabled large-scale neural-network models to be efficiently trained with large datasets, which has made possible deep neural networks generating highly generalized features.

In this paper, we propose a novel visual speech recognition (VSR) system based on a deep learning approach. Specifically, we propose to apply a convolutional neural network (CNN), one of the most successfully utilized neural-network architectures for image clustering problems, as the visual feature extraction mechanism for a lipreading system. This is achieved by training the CNN with over a hundred thousand mouth area image frames in combination with corresponding phoneme labels as the target. The CNN parameters are learned in order to maximize the average across training cases of log-probability of the correct label under the prediction distribution. Through supervised training, multiple layers of convolutional filters, required for extracting primitive visual features, and predicting phonemes from the raw image inputs are acquired. The two main advantages of our approach are as follows: (1) our pro...
posed model is easy to implement because dedicated lip shape models or hand-labeled data are not required. (2) CNN guarantees shift- and rotation-resistant image recognition. Our proposed mechanism is tested on 40 kinds of phoneme recognition evaluation experiments and attains a 58% recognition rate. Furthermore, the outputs of the CNN are regarded as visual feature sequences, and a hidden Markov model with Gaussian mixture observation model (GMM-HMM) is applied for an isolated word recognition task. By comparing its word recognition performance with the results utilizing other image-based visual feature extraction mechanisms, the advantages of CNN are demonstrated.

2. Convolutional neural network

The CNN is a variant of an artificial neural network commonly utilized for image classification problems [13, 14, 15]. CNNs integrate three architectural ideas to ensure spatial invariance: local receptive fields, shared weights, and spatial subsamplings. Accordingly, CNNs are advantageous compared to ordinary fully connected feed-forward networks in the following three ways.

First, the local receptive fields in the convolutional layers extract local image features by connecting each unit to just small local regions of an input image. Local receptive fields can extract elementary visual features, such as oriented-edges, end-points, and corners. By nature, nearby pixels are highly correlated and faraway pixels are weakly correlated. Thus, the stack of convolutional layers is structurally advantageous for recognizing images by effectively extracting and combining the acquired features. Second, CNNs can guarantee some degree of spatial invariance with respect to shift, scale, or local distortion of inputs by forcing the sharing of same weight configurations across the input space. Units in a plane are forced to perform the same operation on different parts of the image. As CNNs are equipped with several local receptive fields, multiple features are extracted at each location. In principle, fully-connected networks are also able to perform similar invariances; however, learning such weight configurations requires a very large number of training datasets to cover all possible variations. Third, sub-sampling layers, which perform local averaging and subsampling, are utilized to reduce the resolution of the feature map and the sensitivity of the output to input shifts and distortions (for more details on concrete implementation, see [13]).

In terms of computational scalability, shared weights allow CNNs to possess fewer connections and parameters, compared to standard feed-forward neural networks with similarly-sized layers. Moreover, current improvements in computational resources availability, especially with highly-optimized implementations of 2D convolution algorithms processed with GPUs, has facilitated the efficient training of remarkably large CNNs with millions of image datasets [9, 11].

Regarding application of CNNs for speech recognition studies, several approaches have been proposed. Abdel-Hamid et al. [16] applied their original functionally-extended CNNs for sound spectrogram inputs, and showed that their CNN architectures outperform earlier basic forms of fully-connected, deep neural networks on phone recognition and large vocabulary speech recognition tasks. Palaz et al. [17] applied a CNN for phoneme sequence recognition by estimating phoneme class conditional probabilities from raw speech signal inputs, yielding comparable or better phoneme recognition performances, compared to conventional approaches. Thus, CNNs are attracting increasing attention in speech recognition studies; however, their applications are limited to audio signal processing, and their applications towards lipreading remain unaddressed.

3. VSR system overview

Figure 1 shows the schematic diagram of our VSR system. Our proposed system comprises a CNN and a GMM-HMM for visual feature extraction and isolated word recognition, respectively. For visual feature extraction, a seven-layered CNN is utilized to recognize phonemes from the mouth area image sequences. The CNN models nonlinear mappings from the raw grayscale image inputs to the corresponding posterior probability distribution of the phoneme labels. The time-series acquired from these outputs are regarded as the visual features for lipreading. Then, by processing the acquired visual feature sequences, left-to-right GMM-HMMs are utilized for isolated word recognition.

![Figure 1: Architecture of our VSR system](image)

4. The dataset

A Japanese audiovisual dataset [18] was used for the evaluation of our proposed model. In the dataset, six male’s speech data with 300 words (216 phonetically-balanced words, and 84 important words, from the ATR speech database [19]) were used. Audio data was recorded with a 16 kHz sampling rate, 16-bit depth, and a single channel. For training the acoustic model utilized for assigning phoneme labels to the image sequences, we extracted 39 dimensions of audio features, composed of 13 Mel-frequency cepstral coefficients (MFCCs) and their first and second temporal derivatives. To synchronize the acquired features between audio and video, the MFCCs were sampled at 100 Hz. Additionally, to exactly match the numbers of audio and video frames, video frames were resampled with reference to the number of MFCC frames. Visual data was a full-frONTAL 640 x 480 pixels facial view with 8 bit monochrome, recorded at 100 Hz. For visual model training and evaluation, we prepared a trimmed dataset by manually cropping 128 x 128 pixels of mouth area from the original visual data and resizing them to 32 x 32 pixels. In the first (visual feature extraction) experiment, image sequences from all 300 words were used. In the second (isolated word recognition) evaluation experiment, 216 phonetically-balanced words and the residual 84 words were used as the training data and the test data, respectively.
5. Visual feature extraction by CNN

To assign phoneme labels to each frame of mouth area image sequences, we trained a set of monophone HMMs, one for each phoneme, with the MFCCs utilizing the Hidden Markov Model Toolkit (HTK) [20] and assigned 40 phoneme labels including short pause by conducting a forced alignment function of the HVite command of the HTK. For the network training and evaluation, the mouth area images of six speakers’ 300 words (approximately $1.23 \times 10^5$ samples) were used. The image data were shuffled and 5/6 of the data were used for training, while the rest was used for evaluation. From our preliminary experiment, we confirmed that phoneme recognition precision degrades if images from all six speakers are modeled with a single CNN. Therefore, we prepared an independent CNN for each speaker. The higher-level visual features (phoneme label posterior probabilities) for the further isolated word recognition experiment were generated by recording the neuronal outputs from the last layer of the CNN when the mouth area image sequences corresponding to the 216 training words were provided as inputs to the CNN.

A seven-layered CNN is used in reference to the work by Krizhevsky et al. [11]. Table 1 summarizes the construction of the network containing four weighted layers (approximately $1.19 \times 10^7$ parameters): three convolutional (C1, C3, and C5) and one fully-connected (F7). The first convolutional layer (C1) filters the $32 \times 32$ pixels input image with 32 kernels of $5 \times 5$ pixels with a stride of one pixel. The second and the third convolutional layers (C3 and C5) take the response-normalized and pooled output of the previous convolutional layers (P2 and P4) as inputs, and filter them with 32 and 64 filters of $5 \times 5$ pixels, respectively. The fully-connected layer (F7) takes the pooled output of the previous convolutional layer (P6) as input and outputs a 40-way soft-max, regarded as a posterior probability distribution over the 40 classes of phoneme label. Response-normalization layers follow the first and second convolutional layers. A max-pooling layer follows the first response-normalization layer. Average-pooling layers follow the second response-normalization layer, as well as the third convolutional layer. The Rectified linear unit non-linearity is applied to the output of every convolutional layer.

Our network maximizes the multinomial logistic regression objective, which is equivalent to maximizing the average across training cases of log-probability of the correct label under the prediction distribution. The parameters for the network structures are empirically determined in reference to previous studies [11, 13]. We utilized an open-source software “cuda-convnet” [11] for our visual feature extraction experiment on a consumer-class personal computer with an Intel Core i7-3930K processor (3.2 GHz, 6 cores), 32 GB RAM, and a single Nvidia GeForce GTX Titan graphic processing unit with 6 GB on-board graphics memory.

6. Results

6.1. Phoneme recognition

After training the CNN, the phoneme recognition performance is evaluated by recording the neuronal outputs from the last layer of the CNN when the mouth area image sequences corresponding to the test image data are provided as the inputs to the CNN. The average phoneme recognition performance for the 40 phonemes over six speakers is 58%. Figure 2 shows the mean and the standard deviation of phoneme-wise recognition rate from six different speakers. This result demonstrates that the visual phoneme recognition works better for recognizing vowels than consonants. The result derives from the fact that, the mean recognition rate for all vowels is 60-100%, whereas the mean recognition rate for all other phonemes is 20-80%. This result may be attributed to the fact that the generation of vowels is strongly correlated with visual cues represented by the movements of lips or jaw [21, 22].

---

Table 1: Construction of convolutional neural network

<table>
<thead>
<tr>
<th>INPUT DIM</th>
<th>OUTPUT DIM</th>
<th>LAYERS *</th>
</tr>
</thead>
<tbody>
<tr>
<td>1024</td>
<td>40</td>
<td>C1-P2-C3-P4-C5-P6-F7**</td>
</tr>
</tbody>
</table>

* INPUT DIM, OUTPUT DIM, and LAYERS give the input dimensions, the output dimensions, and the layer-wise construction of the network, respectively.

** C, P, and F stand for the layer types corresponding to the convolutional layer, the local-pooling layer, and the fully-connected layer, respectively. The numbers after the layer types represent layer indices.
Visually explicit phonemes, such as bilabial consonants (e.g., /m/, /p/, or /b/), are expected to be relatively well discriminated by a VSR system. However, recognition performances is not as high as it was expected to be in our results. To improve the recognition rate, the procedure to obtain phoneme target labels for CNN training should be improved. In general pronunciation, consonant sounds are shorter than vowel sounds, therefore, the labeling for consonants is more time critical than vowels. In addition, consonant label accuracy directly affects recognition performance because the number of training samples for consonants is much smaller than for vowels.

6.2. Visual feature space analysis

To analyze how the acquired visual feature space is structured, the trained CNN is used to generate phoneme posterior probability sequences from test image sequences. The acquired sequences are processed by PCA, and the first three principal components are extracted to visualize the feature space. Figure 4 shows the visual feature space corresponding to the five representative Japanese vowel phonemes, /a/, /i/, /u/, /e/, and /o/. As demonstrated in the graph, raw mouth area images corresponding to the five vowel phonemes are clearly discriminated by the CNN, and the clusters corresponding to the phonemes are structured in the visual feature space. This result indicates that the acquired phoneme posterior probability sequences can be effectively utilized as visual feature sequences for the further isolated word recognition task.

6.3. Isolated word recognition

The acquired visual features are evaluated by conducting an isolated word recognition experiment. To recognize words from the phoneme label sequences generated by the CNN, monophone HMMs with 8, 16, and 32 GMM components are utilized. Evaluation is conducted with the 84 test words from the same speaker, yielding a closed-speaker and open-vocabulary evaluation. To compare with the baseline performance, two other visual features with similar dimensionalities are prepared. One feature has 36 dimensions, generated by simply rescaling the images to $6 \times 6$ pixels, and the other feature has 40 dimensions, generated by compressing the raw images by PCA.

Figure 5 shows the word recognition rates acquired from nine different models with a combination of three kinds of visual feature and three kinds of component for the GMMs. These results demonstrate that the visual features acquired by the CNN attain higher word recognition capabilities than the other two. The highest word recognition rate was about 37%, and this result shows that visual inputs can be a reliable information source for a speech recognition task when a visual feature extraction mechanism is properly utilized.

7. Conclusions

In this work, we proposed a novel visual feature extraction approach for a VSR system utilizing a CNN. Our experimental results demonstrate that a supervised learning approach to recognize phonemes from raw mouth area image sequences could discriminate 40 phonemes by six speakers at 38% recognition accuracy. Moreover, the acquired phoneme sequences are utilized as a visual feature for an isolated word recognition task, and this significantly outperform features acquired by other dimensionality compression mechanisms, such as simple image rescaling and PCA. In the current approach, we apply speaker dependent models for phoneme recognition, and a common model for isolated word recognition. The main reason we prepare speaker dependent models is due to significant variations in mouth area appearance, depending on the speaker, and the prepared training dataset is insufficient to acquire a speaker-independent model by covering all possible appearance variations. Considering the generalization ability of a CNN to be successfully utilized for the ILSVRC contest, it has the potential to acquire a speaker independent model for the VSR task. The next step for our future work is to investigate the possibility of building a speaker-independent phoneme recognition model by preparing a larger dataset, increasing the number of speakers, and applying artificial deformation for the image dataset. This research objective can also lead to the fundamental understanding of existing viseme models from a computer science study approach.
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