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Abstract

This paper deals with a Silent Speech Interface based on Surface Electromyography (EMG), where electrodes capture the electric activity generated by the articulatory muscles from a user’s face in order to decode the underlying speech, allowing speech to be recognized even when no sound is heard or created. So far, most EMG-based speech recognizers described in literature do not allow electrode reattachment between system training and usage, which we consider unsuitable for practical applications. In this study we report on our research on unsupervised session adaptation: A system is pre-trained with data from multiple recording sessions and then adapted towards the current recording session using data accruable during normal use, without requiring a time-consuming specific enrollment phase. We show that considerable accuracy improvements can be achieved with this method, paving the way towards real-life applications of the technology.

Index Terms: Silent Speech Interfaces, EMG, EMG-based Speech Recognition, Unsupervised Adaptation

1. Introduction

Speech is a key capability of human beings and thus of tremendous importance in our daily lives. However, voice-based communication and interaction exhibit several challenges which originate from the fact that speech must be loudly spoken and cannot be easily shielded. The main issues identified by the highly recommended overview article [1] are interference with the environment (bystanders are disturbed, and private communication is impossible) and exclusion of speech-disabled people (for example laryngectomees).

Silent Speech interfaces (SSI) [1] are systems enabling speech communication to take place when an audible acoustic signal is undesired or unavailable. This addresses both situations described above, namely covert communication in public places and communication for speech-disabled patients. Additionally, Silent Speech technology may be used to augment conventional speech recognition, for example when ambient noise masks the acoustic signal.

In this paper we report on a Silent Speech recognizer based on Surface Electromyography (EMG), where the electric activity of the user’s facial muscles is captured by surface electrodes. This allows speech to be recognized even when the user only moves his or her mouth without generating audible sound. While several such systems have been described, they frequently suffer from problems in practical situations since they only apply to session-dependent scenarios, i.e. no repositioning of electrodes between the recording of training and evaluation data is possible. We consider this setup unsatisfactory, since in practice, a user will almost always desire to immediately apply the system when the need for communication arises, without requiring an enrollment phase before use. Yet, it is known from prior work (e.g. [2, 3]) that a recognizer severely degrades when training and test data stem from different recording sessions, i.e. reattachment of the electrodes took place.

In this paper we present results on a session-independent recognizer using unsupervised adaptation. Our system is pre-trained on a set of recording sessions which does not contain the target session on which the system is to be tested. Data from the target session is used to adapt the recognizer towards this session, but without making assumptions about this adaptation data: in particular, the user is not required to record a set of specific, predetermined sentences as for normal training (hence, unsupervised). This means that in a real-world application, the adaptation data can be accrued during normal usage of the system, substantially extending and improving upon our previous study [3], where initial results on session adaptation using a supervised approach are reported: That method requires the user to speak a set of specific enrollment sentences whenever the recording electrodes are reattached.

2. Related Work

EMG-based speech recognition started in the 80’s with the studies of Sugie and Tsunoda [4, 5], and Jorgensen and colleagues remarked that the method works even for non-audible speech [6]. The first system to recognize continuous speech using only EMG signals was presented by our research group in 2006 [7]. It was based on context-independent phone models; our Bundled Phonetic Feature models [8] substantially improved this setup, yielding Word Error Rate (WER) improvements of more than 33% relative.

Current research topics in EMG-based speech recognition include optimized signal processing [9] and acquisition [10], studying the discrepancy between audibly spoken and silently mouthed speech [11, 12, 13, 14], language-specific challenges (e.g. nasality detection [15]), direct synthesis of speech from EMG signals [16, 17, 18], and supervised session adaptation, which we build upon [3]. Other forms of non-acoustic processing of speech signals are researched as well, an overview can be found in [1].

3. Data Acquisition and Corpus

Our corpus follows our prior study [3], but has been substantially enlarged since then. It is a subset of the EMG-UKA corpus which has been recorded at Karlsruhe Institute of Technology since 2009 [19], namely, we use data by the two speakers who each recorded a large number of sessions.

The EMG-UKA electrode configuration [2, 21] is depicted in figure 1. The setup consists of 6 EMG channels captur-
ing data from major facial muscles; channel 5 yields unstable signals and is not used. Recordings were performed with the portable Varioport EMG data acquisition system (Becker-Meditec, Germany). EMG data was sampled at 600 Hz and filtered with an analog high-pass filter with a cut-off frequency at 60 Hz. In addition to the EMG recordings, the EMG-UKA corpus contains parallel recordings of the acoustic speech signal, performed with a standard headset microphone, as well as the reference (temporal content) for each utterance. Note that in this study, we are constrained to using EMG recordings of normally spoken speech since the subset of the EMG-UKA corpus which is used in this study does not contain a full set of recordings of silently mouthed speech. We refer to our series of studies [11, 12, 13, 14] for the proof that it is possible to deal with EMG data of silently mouthed speech in a satisfactory manner.

Each session comprises 50 English sentences, consisting of a BASE subset of 10 sentences and a SPEC subset of 40 sentences. The BASE set is identical across all sessions, the SPEC set may vary between sessions. We perform all evaluation on the BASE sets, the SPEC data is used for training the session-independent background systems and for adaptation. The full data corpus is summarized in the following table.

<table>
<thead>
<tr>
<th>Speaker</th>
<th># of sessions</th>
<th>Average data length per session, in seconds</th>
<th>Train</th>
<th>Test</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>32</td>
<td></td>
<td>143</td>
<td>41</td>
<td>184</td>
</tr>
<tr>
<td>2</td>
<td>16</td>
<td></td>
<td>140</td>
<td>40</td>
<td>180</td>
</tr>
</tbody>
</table>

Total amount of data: 2.26h

4. Recognizer Setup

In this section we describe the building blocks of our recognition system, namely feature extraction, training, and decoding.

Our Features are based on time-domain properties of the multi-channel EMG signal, like the frame-based power or mean, see [7] for details. Initial frame-based features are stacked to allow for context modeling, finally LDA is applied to reduce the number of features to 12 for our session-dependent systems and 24 for our session-independent and session-adaptive systems; these values were found to be optimal in a series of initial baseline experiments. Note that we consider it legitimate to use different LDA dimensionalities for different systems since our systems vary vastly in training data size, and the optimal feature dimensionality should rise when the training data amount increases: In this case, a “one-size-fits-all” philosophy is clearly wrong and would lead to an unfair comparison between the different systems.

The recognizer setup follows a standard pattern: We use three-state left-to-right fully continuous Hidden-Markov-Models, where the emission probabilities are modeled with binned phonetic features (BDPFs) [8]. Since we only use EMG data of audibly spoken speech, we can create phone-level time alignments from the parallelly recorded acoustic data, as in [7]. Note that these alignments are only used for bootstrapping the system, the speech recognition (and, of course, the unsupervised adaptation) is only performed on EMG data.

Training is performed according to the recipe in [8], yielding a myoelectric model which statistically describes our EMG features. The adaptation modifies the myoelectric model to better match the data of the target session. Details about the unsupervised adaptation algorithm are found below.

For decoding, we use the (adapted) myoelectric model together with a trigram Broadcast News language model. On the evaluation set, the perplexity is 24.24. Decoding is also performed on the adaptation data, as a step in the unsupervised adaptation process. Therefore we use three different vocabularies for decoding:

- Our classical experiments on the EMG-UKA corpus [8, 3] use a decoding vocabulary consisting of the 108 words appearing in the BASE test data: The Base vocabulary.
- The BASE vocabulary is, of course, unsuitable for decoding the SPEC adaptation data, from which we take the Spec vocabulary. It is different for each session: The number of words vocabulary varies between 259 and 311, with an average of 299.
- Finally, we also run experiments where we extend the decoding vocabulary (in both the adaptation and evaluation phases) to 2102 words. This is called the Full vocabulary, since it covers the entire EMG-UKA corpus.

The Session-Independent Background Systems are trained with 7 or 15 training sessions, as follows:

- The 32 sessions of speaker 2 are divided into four blocks of eight sessions, and the 16 sessions of speaker 8 are divided into two blocks of eight sessions.
- We train eight systems on each block by a leave-one-out method, i.e. each system is trained on seven of the sessions, the remaining utterance is the designated target session for the adaptation experiments. For training we always use the SPEC data subsets of the respective sessions. We obtain 48 systems, each of which is trained on 280 utterances of 7 sessions.
- We additionally train systems on 15 sessions. For this experiment, blocks 1 and 2 of each speaker are combined to contain 16 sessions, and so are blocks 3 and 4 (for speaker 2). Then leave-one-out training is performed as above, with 15 training sessions and one target session. We again obtain 48 systems, each trained on 600 utterances of 15 sessions.

Note that all systems remain speaker-dependent.

5. The Unsupervised MLLR Algorithm

MLLR [22] is a model adaptation method, which means that the myoelectric model is transformed to better match the adaptation data. In this section we describe unsupervised MLLR as it is implemented in our system, for details about MLLR we refer to the classical article [22] by Gales and Woodland.

Assume for now that time alignments of the adaptation data are available. The first step of the adaptation process is the collection of statistics about the training samples which are assigned to each BDPF model. Second, the Gaussian parameters
of each model are updated according to a maximum-likelihood criterion [22]. Gaussians are grouped using a binary regression class tree [23] and jointly transformed, which allows the adaptation of a large number of Gaussians with a small amount of adaptation data and is a key feature of the MLLR algorithm.

When the EMG-based SSI is used in practice, EMG data is produced, but the content of this data is unknown. In order to use this data for adaptation, BDPF-level time alignments must be obtained. Here we apply decoding to determine the most likely sequence of words and, consequently, the most likely BDPF-level alignment—however, since the session-independent recognizer is not perfect, this alignment will usually be partly wrong. If it is used for adaptation without precaution, a deterioration of the recognition accuracy is to be expected.

In order to estimate the quality of parts of a hypothesis, a confidence measure is applied. Our confidence computation method is taken from [24]. It is based on lattices, which are compact representations of different possible recognition hypotheses in the form of directed graphs. The graph nodes represent words, and edges represent possible successors and predecessors in the set of hypotheses. The words in the lattice are saved together with their (log-)probabilities coming from the myoelectric model (and from the language model), so the total probability of any word at a given timeframe can be computed from the lattice. These probabilities are now used as a confidence measure: When statistics are collected, each training data sample is weighted with the local confidence, ranging between 0 (do not use this sample) and 1 (give this sample full weight). The remainder of the MLLR algorithm is performed as usual.

6. Experiments and Results

As a first experiment, we trained session-independent systems as described above, then four setups were investigated:

**SI** The session-independent systems were left unchanged. No adaptation was performed.

**UnsupMLLR** Unsupervised adaptation was performed, using the 40 SPEC sentences of the target session. They were decoded with the Spec vocabulary, and confidences were computed accordingly.

**SupMLLR** Supervised adaptation was performed by using the reference text of the 40 adaptation sentences instead of the decoding hypotheses. Confidences are not applicable in this approach.

**SD** We trained a session-dependent system on the 40 SPEC sentences of the target session. This means that the background system is not used at all.

Finally, we decoded the BASE data of the target session, using the Base vocabulary.

Figure 2 depicts the results of these experiments. First of all, we observe that unsupervised adaptation brings a considerable improvement compared to the session-independent system, where no form of adaptation is applied: With the 7-session background system, the WER drops from 34.9% to 30.2%, which is a relative improvement of 13.5%. With the 15-session background system, the WER is reduced from 27.0% to 23.3%, which is a very similar improvement of 13.7% relative. These results are highly significant (one-tailed t-test with paired samples, \( p = 5 \times 10^{-5} \) and \( p = 1 \times 10^{-4} \), respectively).

This is a very satisfactory result, since it proves that on average, both systems allow improvements even without additional supervised training. From prior results in [3], we expect that further adaptation data would yield even better results. Due to the limited size of the sessions, we cannot perform this experiment, however when the EMG-based speech recognizer will be applied in a real-life setting, extra unsupervised adaptation data is permanently generated just by using the system and thus readily available.

In order to gain understanding about the inner workings of the system, we inspected the hypotheses which are generated during the decoding of the adaptation data. On the adaptation data, the average WER is 44.4% on the 7-session background system and 40.2% on the 15-session background system. Figure 3 shows an example of a typical hypothesis of the first session of speaker 2, whose WER on the BASE data reduces from 34.30% to 26.30% by unsupervised MLLR. Here the reference is “The federal aviation administration is fiercely defending its operations in testimony before congress”, the hypothesis on the unadapted system is “The federal aviation administration is fiercely defending its operations in testimony more card is”, so the last three words are wrongly decoded. Since we have two word substitutions and one word insertion between the reference and the hypothesis, the WER of this particular utterance is \( \frac{1}{10} \approx 23\% \). We see from figure 3 that indeed, the last three words receive far lower confidence probabilities than the first part of the utterance, so the MLLR algorithm will “do the right thing”.

Furthermore, we observe from figure 2 that supervised MLLR brings even more improvement, with Word Error Rates of 21.3% and 17.5% using the 7-session and 15-session back-
Figure 4: Word Error Rates for adaptation experiment and competing methods, see text for details. Here the unsupervised adaptation (UnsupMLLR) uses the Spec vocabulary for decoding the adaptation data and forming hypotheses for adaptation, and the Full vocabulary for the final decoding and evaluation step. Results are averaged over all sessions, bars indicate standard deviation.
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Figure 5: Word Error Rates for unsupervised adaptation using the session-dependent Spec vocabulary and the vastly larger Full vocabulary for adaptation. The results only deteriorate very slightly.

adaptation data. High-quality recognition is certainly possible: Several session combinations achieve WERs of 5% to 7% on the 2102-word vocabulary even without adaptation.

In the last experiment, we again direct our attention to the question of practical applicability. So far, we used the small Spec vocabulary for decoding the adaptation data: As described above, this means that a speaker would be constrained to using this vocabulary if adaptation data is to be collected. In real-world situations, a larger vocabulary is desired, so we now use the 2102-word Full vocabulary not only for system evaluation, but also for the decoding step in unsupervised adaptation.

Figure 5 charts the WER on the BASE evaluation set for different systems using unsupervised MLLR with the Spec vocabulary and the Full vocabulary. (All other systems are not affected by changing the adaptation data decoding vocabulary and are therefore omitted.) We observe that the WERs hardly increase: For example, with the 7-session background system, the WER rises from 30.2% to 31.0% resp. 61.1% to 62.5% when evaluation is performed with the Base resp. Full vocabulary.

This is convincing evidence for the robustness of the confidence computation: Accumulation of adaptation statistics works even though the decoding of the adaptation data becomes much harder. The latter reflects in the WER on the adaptation data, which rises from 44.4% to 53.0% on the 7-session background system and from 40.2% to 50.6% on the 15-session background system. Indeed confidences are lower than for Spec vocabulary decoding, e.g. on the 7-session background systems the weighted adaptation data after decoding with the Full vocabulary only amounts to an average of 7100 frames, compared to 8200 frames when the Spec vocabulary is used. We conclude that even though the WER on the Full vocabulary of 2102 words is still relatively high, unsupervised adaptation remains possible, which is a key prerequisite when the method is to be used in a real-life setting.

### 7. Summary

In this paper we present an EMG-based Silent Speech recognizer using unsupervised adaptation for improving its accuracy on unseen recording sessions. The system may be pre-trained at any time prior to usage and can then be applied without requiring specific enrollment. The key contribution of this study is the ability of the system to accumulate EMG adaptation data during normal usage even with a relatively large allowable vocabulary; this capability paves the way towards practical uses of the system.
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