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Abstract

Whispered speech is a natural mode of speech in which voicing is absent – its acoustics differ significantly from normally spoken speech or so-called neutral speech, such that it is challenging to use only neutral speech to build speech processing and automatic recognition systems that can deal effectively with whisper. At the same time, humans can naturally produce and perceive whispered speech without explicit training. Tonal languages such as Mandarin present an interesting dilemma – tone is primarily encoded by pitch tracks which are absent during whispered speech, but humans can still tell tones apart. How humans manage to process whispered speech well without explicit training on it, whereas machine algorithms fail, is presently an unresolved question which could prove fruitful with study. This, however, is hindered by the lack of suitable, systematically collected corpora. We present iWhisper-Mandarin, a 25-hour parallel corpus of neutral and whispered Mandarin, designed to support research in linguistics and speech technology. We demonstrate and verify that some properties that we notice about whisper speech corpora (parallel corpus) that we plan to collect. The Mandarin section of this corpus, which we dub iWhisper-Mandarin corpus, augments the earlier whispered TIMIT corpus (English) designed and collected in [5]. To our best knowledge, this is the first large-scale systematic collection of whispered speech for any tonal language. In this paper, we review existing corpora of whispered speech, describe the corpus design and collection process of iWhisper-Mandarin, and conduct experiments in voice activity detection (VAD) and automatic speech recognition (ASR) on iWhisper to establish baselines for future research endeavors using this new data resource. In particular, we verify that some properties that we notice about whispered speech and neutral speech observed in speech recognition experiments with Japanese and English also carry over to Mandarin.

Index Terms: Mandarin speech processing, corpus resources, whispered speech, automatic speech recognition, voice activity detection, deep neural networks, phonation.

1. Introduction

Whispered speech is a common mode of speaking which differs from normally spoken, phonated speech (neutral speech) in that the vocal folds do not vibrate. Its acoustic-phonetic properties differ significantly from neutral speech in at least three ways[1, 2] – first, the lack of voicing and its acoustic correlates such as pitch; second, the power spectra is not only significantly weaker, the spectral tilt for whispered speech is also much gentler compared with neutral speech; third, the center frequencies for the formants also shifted from neutral speech.

Despite these differences, it is usually straightforward for a person to whisper in any language. Perception of whispered speech is also similarly straightforward in that it does not appear that there is a need to explicitly train a person to understand whispered speech, it can be done naturally. Furthermore, while to our knowledge there has not been any large scale perceptual study, anecdotally whispering does not appear to cause any significant loss in speech intelligibility. For tonal languages such as Mandarin, the lack of pitch information means the primary correlate of tone is absent in the waveform. However, past perceptual experiments have suggested that tone can still be perceived at above chance [3] [4].

All this points to a number of fundamental, unanswered questions about whispered speech which could yield fruitful insights into the nature of human speech production and perception. However, the lack of large, systematically collected whispered speech corpora continues to hinder research in this area. Recently, there has been increased interest in whispered speech, and as a result there have been a number of new speech corpora that have been collected to support interesting researches in whispered speech. Most of these, however, tend to be small or have few speakers. To our knowledge, there also does not exist a systematically collected whispered corpus of many languages including tonal ones such as Mandarin.

In this paper, we present a new Mandarin corpus developed at Institute for Infocomm Research (I²R), as part of a larger multilingual whispered speech corpus called *iWhisper* (I²R whispered corpus) that we plan to collect. The Mandarin section of this corpus, which we dub *iWhisper-Mandarin* corpus, augments the earlier whispered TIMIT corpus (English) designed and collected in [5]. To our best knowledge, this is the first large-scale systematic collection of whispered speech for any tonal language. In this paper, we review existing corpora of whispered speech, describe the corpus design and collection process of *iWhisper-Mandarin*, and conduct experiments in voice activity detection (VAD) and automatic speech recognition (ASR) on iWhisper to establish baselines for future research endeavors using this new data resource. In particular, we verify that some properties that we notice about whispered speech and neutral speech observed in speech recognition experiments with Japanese and English also carry over to Mandarin.

2. Existing Corpora of Whipped Speech

A summary of whispered speech corpora is in Table 1, along with key statistics. Only whispered speech utterances are counted, we discounted any neutral speech or other modes of speech recorded in a parallel fashion. If we could not get the statistics, an estimate for the approximate number of hours of speech was made by assuming 5 seconds per utterance; these are marked with an asterisk. The column marked P indicates if the collected corpus is a parallel corpus where the identical sentence is both whispered and spoken neutrally.

While Table 1 is by no means comprehensive, it can be argued that even though there are corpora of whispered speech, many of these are too small to build speech recognition systems. In addition, the majority of these corpora are in English, and there is no substantial whispered corpus of Mandarin to date. We attempt to fill in this gap by presenting *iWhisper-Mandarin*. Below we give an overview of existing whispered speech corpora with an emphasis on the larger corpora that are more suitable to carry out speech recognition experiments.
2.1. Non-English Whispered Speech Corpora

One of the earliest investigations into whispered Mandarin was done by [4] in 1999. This work focused on discerning which acoustic correlates are more significant to Mandarin tone in whisper. They produced audio-visual recordings of the larynx during whisper, and also recorded 144 isolated whispered Mandarin syllables for a perceptual test. Their analysis provides support for the theory that special maneuvers are used when whispering to preserve its intelligibility [6], namely that vocalic duration was significantly lengthened, and amplitude contour is more pronounced. However, due to the small size of the data and few number of listeners in the perceptual experiment, these findings have to be verified on a larger scale.

In 2003, Itoh and Takeda et al. [7, 2] collected Japanese neutral and whispered speech through two recording channels, and under different voicing modes and volume. A total of 68 male and 55 female speakers participated in the data collection. Each speaker reads and whispers 60 sentences of the ATR phonetically balanced sentences, and 50 sentences from the ASJ database of Japanese newspaper article sentences (JNAs). These recordings were made for both close talking microphone and mobile telephone channels, with three distinct manners of mobile handset usage. Itoh’s speech recognition experiments demonstrated a peculiar asymmetry that is sometimes observed with whispered speech - with mismatched test-training conditions, a model trained using whispered speech will do better at decoding neutral speech than the converse [2].

The Whi-Spe corpus [8] developed a corpus of neutral and whispered speech in order to support their experiments on using neural networks to recognize Serbian isolated word strings. Their preliminary work using ANNs demonstrate the feasibility of performing isolated-word recognition on whispered Serbian.

2.2. English Whispered Speech Corpora

The UT-Vocal Effort (UT-VE) I and II corpora [9] is at present one of the more comprehensive collections designed to study whispered speech. UT-VE I comprises of 12 male speakers for English, recordings were made for five distinct speaking conditions based on the amount of “vocal effort” – whisper, soft, neutral, loud and shouted. Each speaker whispered at least 5 sentences selected from TIMIT sentences, as well as a minute duration of spontaneously whispered speech. The UT-VE II corpus on the other hand is a much larger corpus with large amounts of neutral speech embedded with whispered speech islands. However, while this is suitable for designing and testing systems to do voice-activity or vocal-effort detection, it is less suitable for a systematic study on the acoustic-phonetic properties of whispered speech.

In [10], the UT-VE II corpus was used to test ASR model adaptation strategies from neutral to whispered speech. They propose a modification that allows an acoustic model trained with neutral speech to decode whispered speech, doing better without any whispered data, compared to an adapted acoustic model. It would be interesting to see how well a speech recognizer trained only from whispered data performs against a neutral model adapted with limited whispered data.

The Chains corpus [11] is a speech corpus collected for the purpose of studying the effect of different speaking modes on speaker identification. It has 36 speakers recorded under various speaking conditions, including whispered and neutral speech.

The Audio-visual Whisper corpus [12], at the time of its publication is a work in progress – according to the documentation slightly more than a quarter of it has been completed. It has high-fidelity recordings of parallel whispered and neutral speech designed to study and quantify the differences during production of whisper and neutral speech.

The whispered TIMIT corpus [5] is a parallel corpus of whispered and neutral speech specifically collected and designed to complement TIMIT. It was used with various speech recognition and model adaptation schemes. In this paper we extend previous results by bringing in new, state-of-the-art DNN acoustic modeling techniques.

3. iWhisper-Mandarin: Proposed Parallel Whispered Mandarin Corpus

3.1. Corpus Description

3.1.1. Design of Reading Material

The iWhisper-Mandarin corpus, similar to the whispered TIMIT corpus (wTIMIT), is a parallel corpus of read and whispered speech, specifically constructed for research on whispered speech processing. We first crawled a few selected websites containing short passages and prose in Chinese, and then cleaned and parsed the data into raw text sentences. Each sentence was analyzed using an existing Mandarin pronunciation lexicon to obtain a corresponding phonetic representation. This used a greedy algorithm to segment utterances according to the longest encountered lexicon entry found in our phonetic lexicon of Mandarin words. As Mandarin is a character-based language, and the lexicon has complete entries for (for up to 6500 single-characters) in common use, this essentially means that there are no out-of-vocabulary words. We filtered this data to select a pool of sentences with an average of 15 characters in length. This pool was then used to generate phonetically balanced lists of 100 sentences each for speakers to read.

Each set of 100 sentences were generated in sequence, an outline of the selection algorithm for picking N speaker lists of K sentences long from a set of S sentences is given in Algorithm 1. Here, $K'$ is a heuristic for number of candidate sentences to consider – it is used to speed up the selection algorithm. The selection algorithm works by producing a set of sentences for each speaker, one speaker at a time. Sentences are selected in a greedy fashion. Thus it manages to compile sentence lists with a phonetic distribution similar to the overall corpus, and at the same time avoids minimal repetition of sentences in the event that we do not have enough candidate sentences to build the corpus.

3.1.2. Speech Data Collection

These sentence lists were then individually read and whispered by 80 Singaporeans aged 16-20, 40 of each gender. All speakers reported an absence of articulatory and auditory impairments, and are native Mandarin speakers with over 10 years of resi-
dence in Singapore. The recordings were made with an Audio-
Technica ATH-750COM USB headset microphone, sampled
at 16kHz, in a quiet room with high signal-to-noise ratio. Each
recorded utterance lasts between 3 to 5 seconds.

3.2. Acoustic Analysis on Vowel Length

We provide some initial acoustic analyses of the iWhisper-
Mandarin corpus. The duration of vowel sounds have been
shown to be longer in whisper [5]. We force-aligned the entire
corpus to produce phone-level transcriptions, then used the min-
imum edit distance algorithm to align each token in a phonated
utterance, with the corresponding whispered speech utterance
from the same speaker. Spurious insertions or deletions due
to speaker errors were discarded and only utterance pairs with
identical phone tokens for both whispered and normal condi-
tions were used in this analysis. We introduce a per utterance
adjustment factor to ameliorate the effect of different speaking
rate, whereby for the ith pair of aligned phones \( \phi_{n,i} \) (whisper-
ated), \( \phi_{n,i} \) (phonated),

\[
\hat{d}(\phi_{n,i}) = \frac{\sum_{s \in S} d(\phi_{n,i})}{\sum_{s \in S} d(\phi_{n,i})},
\]

\[
\Delta(\phi_i) = d(\phi_{n,i}) - d(\phi_{n,i}).
\]

Here \( d(\cdot) \) refers to phone duration obtained via forced-
alignment, and \( \Delta \) is the adjusted change in the phone duration
going from phonated to whispered speech. A positive difference
suggests that the particular sound is stretched out in duration
when whispered. These numbers, broken down by monoph-
thonic phone token for the major vowels is shown in Table 2.

4. Applications of the iWhisper Corpus

4.1. Voice Activity Detection on Whispered Speech

Voice activity detection (VAD) is a vital component in many
speech preprocessing systems. Figure 1 illustrates a general
structure used by VAD processing algorithms [13]. Most prac-
tical VAD algorithms use decision smoothing on top of a frame-
level classifier – these two subsystems can be essentially decou-
pled for analysis. Thus, although it is crucial to properly tune
parameters for decision smoothing, in this work we focus on the
accuracy of the frame-level decision module.

The decision module for recent VAD algorithms can further
be categorized into two main groups – heuristic based methods
relying on a log-likelihood ratio test [13], and machine learn-
based methods which train models to discriminate between
speech and non-speech frames [14]. Heuristic approaches have
traditionally been very popular and well-studied due to their
simpler implementation and low overhead. Algorithms used in
industry standards such as ETSI’s Adaptive Multirate (AMR)
and ITU’s G729 B employ such heuristic VADs, which fuse
different types of speech features, including full-band and sub-
band energy, zero crossing rate or pitch autocorrelation.

Machine learning techniques train models that can discrimi-
nate between speech and non-speech. In [14], a support vector
machine was trained with MFCC features and used as the under-
laying classifier – this was shown to be robust to noise. Others
have also succeeded in using neural networks [15] to perform
VAD. Deeper structures have also been shown to provide more
resilient VAD [16].

Here we only focus on machine learning approaches in this
work. In particular, we replicate some experiments for VAD
using neural networks on whispered speech and quantify how
well a model-based approach works when training and testing
on different speech modalities.

4.1.1. Experimental Setup

We used model-based speech/non-speech classifiers trained us-
ing Multilayer Perceptrons implemented by Fast Artificial Neu-
ral Network (FANN) Toolkit [17]. Our reference alignments
were obtained as a by-product of the best trained speech recogni-
tion models, as described in Section 4.2. In these experiments,
we used the part of the wTIMIT together with the iWhisper-
Mandarin corpus. We selected only the portion of the speech
corresponding to speakers of Singaporean English, so as to
control for potential demographic biases. The wTIMIT cor-
pus suffers from having few speakers compared to many more
common speech recognition corpora. This is more pronounced
if we experiment with only speakers from one demographic
group. In order to ameliorate this, we performed a 96-fold
cross-validation to improve the statistical reliability of our re-
sults. For each data set we drew one male and one female
speaker to form a held out test set, and used the remaining
speakers (8 male, 12 female) as training data. All possible
combinations of speaker selections are covered by this cross-
validation approach. We selected approximately one percent of
the speech data from each partition to speed up training, but
made sure that there were similar number of silence and non-
silence frames from each speaker. This is justified by our ear-
lier pilot experiment, as providing too much data for training
will give such outstanding performance that accuracy compar-
isons become meaningless. This placed the number of speech
frames at roughly 50,000 frames per cross-validation set.

Our setup gives us four types of source speech for training
a speech-silence classifier – using neutral English, whis-
pered English, neutral Mandarin or whispered Mandarin, and
similarly four types of target speech for testing. The fron-
tend concatenated 13-dimension MFCCs, in conjunction with
their first, second, and third-order delta coefficients, 7 Funda-
4.2. Speech Recognition for Whisper and Neutral speech

In this section, we present our investigations on the effectiveness of using standard training algorithms for speech recognition on whispered speech. We first trained various large vocabulary continuous speech recognizers from the data—one model for each language and each speech modality was separately trained. The training procedure for the acoustic model followed a standard recipe from the Kaldi open source toolkit [19], starting with monophone Gaussian Mixture models, and stepping up to triphones trained using Maximum-Likelihood estimation followed by Linear Discriminant Analysis. We then applied discriminative training using the Maximum Mutual Information (MMI) criterion and trained a 5 hidden layer DNN using sequential Minimum Bayes Risk (sMBR) criterion. At each stage the training data was realigned with the best trained model so far and used to train the next stage.

Performance over a held-out test set is shown for both whispered and neutral speech in Table 5 and Table 6 for wTIMIT (English) and iWhisper-Mandarin. Our contribution to the literature is to demonstrate that by using state-of-the-art acoustic modeling techniques such as using Deep Neural Networks trained with sequential Minimum Bayes Criterion (DNN-sMBR), a substantial increase in recognition performance can be attained. The model appears to be able to capture enough saliency about speech to be reasonably robust to mismatched speaking modes. In contrast, discriminative training using MMI can hurt the performance in mismatched recognition. Overall the numbers reaffirm the observations in [2] and [5], indicating that a speech recognizer trained from whispered speech can still recognize neutral speech reasonably, but not vice versa. In addition, we observe that the performance of the Mandarin system is consistently worse than that of the corresponding English system for all conditions. We plan to further investigate this discrepancy with future work.

5. Discussion

We have presented the iWhisper-Mandarin corpus, a 25-hour parallel corpus of phonated and whispered speech collected over 80 Mandarin speakers. We demonstrate that classical VAD and speech recognition algorithms can perform reasonably well even on whispered speech alone. We plan to further study the performance of automatic tone recognition in whispered Mandarin. We also intend to make iWhisper-Mandarin publicly available in the near future.
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