A mel-cepstral analysis technique restoring high frequency components from low-sampling-rate speech
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Abstract

In statistical speech synthesis, the quality of the synthesized speech depends on the quality of training data. As the sampling rate of speech is one of the effective factors, speech data has been recently recorded at a high sampling rate. However, the sampling rates of speech data recorded in the past or collected from the Internet were often low. Therefore, to use these speech data effectively for model training, we propose a mel-cepstral analysis technique that restores missing high frequency components from low-sampling-rate speech with a statistical approach. In this technique, high-sampling-rate speech waveforms are modeled directly by integrating feature extraction and modeling processes. This framework makes it possible to optimize whole processes on the basis of an integrated objective function. Then, mel-cepstral coefficients are estimated from the low-sampling-rate speech by using the model as a prior distribution. Experimental results show that the proposed method improved the quality of synthesized speech.

Index Terms: integrative model, HMM-based speech synthesis, mel-cepstral analysis

1. Introduction

Statistical speech synthesis based on hidden Markov models (HMMs) has been proposed to enable machines to naturally speak like humans [1]–[3] and is widely used for TTS systems. In HMM-based speech synthesis, a spectral envelope, F0, and duration are modeled simultaneously on the basis of generative models. The quality of the synthesized speech strongly depends on the training data because HMM-based speech synthesis is a “corpus-based” method. The sampling rate of the training speech data is one of the factors that affect the quality of the synthesized speech. Although speech data has recently come to be recorded at a high sampling rate, e.g., 48 kHz, a lot of old speech data were recorded at a low sampling rate, e.g., 16 kHz. Furthermore, although some approaches that use speech data stored on the Internet as training data are becoming common, that kind of data is not always recorded at a high sampling rate. Low-sampling-rate speech data degrades the quality of the synthesized speech. However, recording voices and labeling them for a new speech database requires a huge cost. Thus, these synthesized speech. Although recording voices and labeling them

Low-sampling-rate speech data degrades the quality of the synthesized speech. Although speech data has recently come to be recorded at a high sampling rate, e.g., 48 kHz, a lot of old speech data were recorded at a low sampling rate, e.g., 16 kHz. Furthermore, although some approaches that use speech data stored on the Internet as training data are becoming common, that kind of data is not always recorded at a high sampling rate. Low-sampling-rate speech data degrades the quality of the synthesized speech. However, recording voices and labeling them for a new speech database requires a huge cost. Thus, these low-sampling-rate speech databases should be used effectively.

Mel-cepstral coefficients are widely used as the spectral features, and low-sampling-rate speech data mainly affects the spectral features in HMM-based speech synthesis. We propose a mel-cepstral analysis technique that restores missing high frequency components from low-sampling-rate speech data by using a statistical method in the framework of the optimization integration. The idea of using the optimization integration has been seen in the construction of large scale systems, e.g., speech recognition systems [4], speech translation systems [5, 6], and spoken dialog systems [7]–[9]. For TTS systems, we proposed a technique for integrating feature extraction and acoustic modeling and optimizing them as an integrated generative model of speech waveforms for HMM-based speech synthesis [10]. Thus, optimization integration is an important trend for improving the performance of systems on the basis of statistical approaches. In this paper, speech waveforms are modeled directly as Gaussian mixture models (GMMs) by integrating feature extraction and modeling processes, and these processes are optimized on the basis of an integrated objective function. Then, mel-cepstral coefficients are estimated from the low-sampling-rate speech by using the GMMs as prior distributions.

The rest of this paper is organized as follows. Section 2 is a summary of the statistical mel-cepstral analysis technique. In Section 3, the training algorithm of the integration model that represents speech waveforms directly and the restoring technique of high frequency components from a low-sampling-rate speech are derived. Difference from related work is discussed in Section 4, and experimental results are presented in Section 5. Concluding remarks and future plans are presented in the final section.

2. Mel-cepstral analysis

For spectral feature extraction, a statistical parametric mel-cepstral analysis [11, 12] has been widely used. In this method, mel-cepstral coefficients, i.e., frequency-transformed cepstral coefficients, are regarded as parameters of a generative model, and they are estimated by the maximum likelihood criterion on the basis of the likelihood of waveform domain.

A synthesis filter \( H(z) \) is represented by mel-cepstral coefficients \( c = [c(0), \ldots, c(M-1)]^\top \) defined as frequency-transformed cepstral coefficients:

\[
H(z) = \exp \sum_{m=0}^{M-1} c(m) \tilde{z}^{-m}, \tag{1}
\]

\[
\tilde{z}^{-1} = \frac{z^{-1} - \alpha}{1 - \alpha z^{-1}}, \quad |\alpha| < 1, \tag{2}
\]

where \( \alpha \) is a frequency warping parameter. If \( \alpha = 0 \), mel-cepstral coefficients are equivalent to standard cepstral coefficients. If \( \alpha > 0 \), the system function defined as Eq. (1) has a high resolution at low frequencies, and if \( \alpha < 0 \), it has a high resolution at high frequencies.

For a given input signal, \( x = [x(0), \ldots, x(N-1)]^\top \), the mel-cepstral coefficients are determined by minimizing the spectral evaluation function with respect to \( c \) [13],

\[
E(x, c) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \{ \exp R(\omega) - R(\omega) - 1 \} d\omega, \tag{3}
\]

\( ^1 \text{In section 2, } x \text{ and } c \text{ correspond to not an utterance but a frame. The frame index } t \text{ is abbreviated.} \)
\[ R(\omega) = \log I_N(\omega) - \log |H(e^{j\omega})|^2 \]

where \( R(\omega) \) denotes the angular frequency. The modified periodogram \( I_N(\omega) \) of weakly stationary process \( x(n) \) with a time window \( w(n) \) of length \( N \) is represented as:

\[ I_N(\omega) = \frac{\sum_{n=0}^{N-1} w(n) \cdot x(n) \cdot e^{-j\omega n}}{\sum_{n=0}^{N-1} w^2(n)}. \]

Mel-cepstral coefficients are determined easily by using an iterative algorithm, e.g., the Newton-Raphson method, because \( E(x,c) \) is convex with respect to \( c \).

There are some techniques for approximating time series signals by a zero-mean Gaussian process [14]. When \( x(n) \) is assumed to be a zero-mean Gaussian process, the log likelihood can be approximated by:

\[
\log P(x|c) = -\frac{N}{2} \log(2\pi) + \frac{1}{2\pi} \int_{-\pi}^{\pi} \log \left| H(e^{j\omega}) \right|^2 + \frac{I_N(\omega)}{|H(e^{j\omega})|^2} d\omega.
\]

Accordingly, the minimization of \( E(x,c) \) corresponds to the maximization of \( \bar{P}(x|c) \). It should be noted that the spectral evaluation function of mel-cepstral analysis has the same form as that of LPC analysis [15]. Furthermore, taking the gain factor outside from \( H(e^{j\omega}) \) indicates that the minimization of \( E(x,c) \) with respect to \( c \) is equivalent to both the minimization of residual energy and the maximization of the prediction gain. A mel-log spectrum approximation (MLSA) filter [16] is generally used to re-synthesize speech from mel-cepstral coefficients.

3. Mel-cepstral analysis restoring high frequency components

The goal of this paper is to estimate mel-cepstral coefficients that restores high frequency components from low-sampling-rate speech. To accomplish this goal, we employ statistical models of speech waveforms as prior distributions for mel-cepstral analysis. The proposed method consists of two parts, a modeling part and a restoring part. In the modeling part, speech waveforms are modeled directly as GMMs from high-sampling-rate speech waveforms. This modeling technique can be regarded as an application of the integration technique of acoustic modeling and mel-cepstral analysis for HMM-based speech synthesis [10], which we have already proposed as a technique for modeling speech waveforms. In the restoring part, they are used as prior distributions to estimate mel-cepstral coefficients from low-sampling-rate speech.

3.1. Technique for modeling speech waveforms

In the modeling part, speech waveforms \( x \) sampled at a high frequency are used to train the model. The model parameters \( \hat{\Lambda} \) are estimated by maximizing the following likelihood:

\[
\hat{\Lambda} = \arg \max_{\Lambda} P(x|\Lambda) = \arg \max_{\Lambda} \sum_{\forall h} P(x, c, h|\Lambda) dc,
\]

where \( c \) is a mel-cepstral coefficient sequence and \( h \) is a mixture index sequence of GMMs. To overcome the difficulty of the optimization of Eq. (7), a Q function is defined and maximized to estimate \( \hat{\Lambda} \) by using the EM algorithm [17].

\[
Q(\Lambda, \hat{\Lambda}) = \sum_{\forall h} \int Q(c, h) \log P(x, c, h|\Lambda) dc,
\]

where \( Q(c, h) \) is assumed as \( Q(c|h)Q(h) \) and the optimal posterior distributions are obtained by maximizing the objective \( Q \) function:

\[
Q(c|h) = \frac{1}{Z_c} P(x, c|h, \Lambda),
\]

\[
Q(h) = \frac{1}{Z_h} P(h|\Lambda) \exp \int Q(c|h)
\]

(10)

where \( Z_c \) and \( Z_h \) are the normalization terms of \( Q(c|h) \) and \( Q(h) \), respectively. These optimizations can be effectively performed by iterative calculations as the EM algorithm, which increases monotonically the value of the objective \( Q \) function at each iteration until convergence. Although the posterior distribution \( Q(c|h) \) should be ideally estimated with consideration for neighboring frames, it is estimated frame-by-frame to simplify the computation and reduce the computational complexity.

\[
Q(c|h) = \prod_{t=1}^{T} Q(c_t|h_t)
\]

(11)

It is difficult to calculate the integral of \( c \) in Eq. (10) because of its high computational cost. Thus, \( Q(c_t|h_t) \) is assumed as a Gaussian probability distribution by using the Laplace approximation [18]. The posterior distribution \( Q(c_t|h_t) \) is represented by the unnormalized probability \( Q^*(c_t|h_t) \) as:

\[
Q(c_t|h_t) = \frac{1}{Z_{c_t}} Q^*(c_t|h_t),
\]

(12)

where

\[
Q^*(c_t|h_t) = P(x_t, c_t|h_t, \Lambda),
\]

\[
Z_{c_t} = \int Q^*(c_t|h_t) dc_t.
\]

(14)

Taking the first three terms of the Taylor series expansion around \( c_t = \tilde{c}_t \), the logarithm of \( Q^*(c_t|h_t) \) then becomes:

\[
\log Q^*(c_t|h_t) \approx \log Q^*(\tilde{c}_t|h_t) + \left( \frac{\partial}{\partial c_t} \log Q^*(c_t|h_t) \right)_{c_t = \tilde{c}_t} (c_t - \tilde{c}_t) - \frac{1}{2} (c_t - \tilde{c}_t)^\top \left( \frac{\partial^2}{\partial c_t^2} \log Q^*(c_t|h_t) \right)_{c_t = \tilde{c}_t} (c_t - \tilde{c}_t).
\]

(15)

where

\[
\tilde{c}_t = \arg \max_{c_t} Q(c_t|h_t).
\]

As the first derivation of \( \log Q^*(c_t|h_t) \) at \( \tilde{c}_t \) is equal to zero, Eq. (15) can be represented as:

\[
\log Q^*(\tilde{c}_t|h_t) \approx \log Q^*(\tilde{c}_t|h_t) - \frac{1}{2} (c_t - \tilde{c}_t)^\top A_t (c_t - \tilde{c}_t).\]

(17)
where $\Sigma_{hi}$ is the $h_{i}$-th covariance matrix of the GMMs, and $H_i$ is the Hessian matrix of the spectral evaluation function $E(x_i, c_i)$ in Eq. (3) at time $t$:

$$H_i = \frac{\partial^2}{\partial c_i \partial c_i^T} E(x_i, c_i) = -\frac{2}{N} \frac{\partial^2}{\partial c_i \partial c_i^T} \log P(x_i|c_i).$$

To approximate $Q(c_i|h_i)$ by a Gaussian probability distribution, the normalization term $Z_{c_i}$ is approximated as:

$$Z_{c_i} \approx Q^*(c_i|h_i) \sqrt{\frac{(2\pi)^M}{|A_i|}}.$$  (20)

By using the Laplace approximation, $Q(c_i|h_i)$ is represented as:

$$Q(c_i|h_i) \approx N(c_i|\hat{c}_i, A_i^{-1})$$  (21)

From the above, the posterior distribution $Q(c, h)$ can be calculated.

### 3.2. Technique for restoring high frequency components

In the restoring part, the mel-cepstral coefficients $\hat{c}$ with the high frequency components restored from the low-sampling-rate speech waveform $x_i^{(L)}$ and the model parameter $A$ are estimated by maximizing the posterior probability for the given speech waveform $x_i^{(L)}$ as follows:

$$\hat{c} = \text{argmax}_c P(c|x_i^{(L)}, A)$$

$$= \text{argmax}_c P(x_i^{(L)}|c)P(c|A)$$

$$= \text{argmax}_c \left\{ \log P(x_i^{(L)}|c) + \sum_{h} \log P(c, h|A) \right\}$$  (22)

The probability $P(c|A)$ of mel-cepstral coefficients is expected to work as the prior distribution of mel-cepstral coefficients. When $c$ is estimated by maximizing only $P(x_i^{(L)}|c)$, the high frequency components of the spectral envelope from the estimated $c$ are not always appropriate because high frequency components cannot be considered in $P(x_i^{(L)}|c)$. However, $P(c|A)$ leads the high frequency components of the spectral envelope to the reasonable curve. The probability $P(x_i^{(L)}|c)$ of speech waveforms is calculated from the low-sampling-rate periodogram. If the log likelihood function of the partial periodogram from $l_1$-th to $l_2$-th dimension is defined as:

$$D(l_1, l_2) = -\frac{1}{2} \left[ (l_2 - l_1 + 1) \log (2\pi) + \sum_{i=l_1}^{l_2} \left\{ \log |H(c_i^{(L)})|^2 + \frac{I_N(\omega_i)}{|H(c_i^{(L)})|^2} \right\} \right],$$  (23)

the original log likelihood function is represented by

$$\log P(x_i|c_i) = D(0, N - 1)$$

$$= D(0, \hat{N} - 1) + D(\hat{N}, N - 1)$$

$$= \log P(x_i^{(L)}|c_i) + \log P(x_i^{(H)}|c_i),$$  (24)

where $x_i^{(L)}$ and $x_i^{(H)}$ are the low and high frequency components of a speech waveform, and $\hat{N}$ is a dimension of the boundary between them. The likelihood of the low and high frequency components can be calculated separately.

Equation (22) is converted by using Jensen’s inequality:

$$\log P(x_i^{(L)}|c) + \log \sum_{h} P(c, h|A)$$

$$\geq \log P(x_i^{(L)}|c) + \sum_{h} Q(h) \log \frac{P(c, h|A)}{Q(h)},$$  (25)

where

$$Q(h) = P(h|c, A)$$

$$= \frac{P(c, h|A)}{\sum_{h'} P(c, h'|A)}.$$  (26)

To maximize $P(c|x_i^{(L)}, A)$, $\hat{c}$ and $Q(h)$ are updated alternately. The mel-cepstral coefficients $\hat{c}$ can be estimated by using an optimization algorithm such as Rprop [19].

### 3.3. Avoidance of local maxima problem

The estimated mel-cepstral coefficients $\hat{c}$ depend heavily on the initial value. To overcome the serious local maxima problem, an annealing technique hardly depending on the initial value is used. It is similar to the deterministic annealing EM (DAEM) algorithm [20]. Two terms related to $c$ in Eq. (25) are shown as:

$$F = \log P(x_i^{(L)}|c) + \log P(c|A).$$  (27)

It is modified by using a parameter $\beta$ that decides the ratio between two terms:

$$F_\beta = \beta \log P(x_i^{(L)}|c) + (2 - \beta) \log P(c|A).$$  (28)

If $\beta = 1$, $F_\beta$ becomes equal to the original objective function. The parameter $\beta$ is gradually changed in the estimation of $\hat{c}$ according to the following function.

$$\beta = \left( \frac{s}{S} \right)^a (s = 1, 2, \cdots, S),$$  (29)

where $s$ denotes the iteration number of updates.

### 4. Related work

As mentioned above, the proposed method restores missing high frequency components from low-sampling-rate speech. Some similar approaches have been found in previous pieces of research. One famous method converts low-sampling-rate speech into high-sampling-rate speech by using the voice conversion (VC) method [21, 22]. In the VC-based method, the feature extraction and restoration of the high frequency components are independent. Furthermore, as the trained model depends on the sampling rate of input speech, different models are required for different sampling rates of input speech. In contrast to the VC-based methods, the feature extraction and the restoration of the high frequency components are integrated and optimized on the basis of the unified criterion in the proposed method. Also, as the sampling rate of the input speech does not depend on the model, only one model is required for any sampling-rate of input speech.
5. Experiments

To evaluate the effectiveness of the proposed method, subjective comparison tests on the mean opinion score (MOS) for the analysis-synthesis and HMM-based speech synthesis were conducted. For the speech database, 503 phonetically balanced sentences from the ATR Japanese speech database (Set B) [23] uttered by a male speaker were used. The following three methods were compared in the evaluation.

- **48 kHz (original):** Use mel-cepstrum extracted from original 48-kHz sampling-rate speech.
- **Conventional:** Use mel-cepstrum converted from a sampling rate of 16 kHz to that of 48 kHz in the mel-cepstrum domain by using the VC-based method. The joint feature vectors of the mel-cepstral coefficients of the 16 kHz and 48-kHz sampling rates were modeled as GMMs. The number of mixture components of GMMs was set to 64, and each distribution was modeled with a diagonal covariance matrix.
- **Proposed:** Use mel-cepstrum estimated from 16-kHz sampling-rate speech by the proposed method. To train GMMs to restore the high frequency components, speech waveforms recorded at a sampling rate of 48 kHz were used. The numbers of mixture components of GMMs were set to 64. The output probability distribution was modeled with a diagonal covariance matrix. The parameter $r$ in Eq. (29) was varied as $r = 2^n$ and decided to $r = 2^{-3}$ which obtained the best likelihood for the test data.

5.1. Experiments of analysis-synthesis

In this experiment, mel-cepstral coefficients were estimated by using the above three methods, and 48-kHz sampling-rate speech waveforms were reconstructed from them. For the conventional and proposed methods, 200 sentences were used for training models. The speech data was windowed at a frame rate of 5 ms by using a 25-ms Hamming window. The windowed waveforms were used as the input data for training GMMs and restoring high frequency components in the proposed method, and 35 mel-cepstral coefficients including the zero coefficient, which are estimated with the standard mel-cepstral analysis technique, were used for other methods. The dimension of the hidden mel-cepstral coefficients of the proposed method was set to the same as that of the other methods. The frequency warping parameter $\alpha$ was set to 0.55. The evaluation data was prepared by downsampling each speech waveform from the 48-kHz sampling rate to the 16-kHz sampling rate. For the conventional method, mel-cepstral coefficients estimated from the 16-kHz sampling-rate speech were used as the input of the conversion process. Speech Signal Processing Toolkit (SPTK) [24] was used for downsampling. The other 53 sentences were used for evaluation. Ten subjects were asked to rate the naturalness of the synthesized speech on a MOS with a scale from 1 (poor) to 5 (good). Ten randomly selected sentences were presented to each subject. The experiments were carried out in a sound-proof room.

Figure 1 shows the results of MOS evaluation for analysis-synthesis speech. The proposed method obtained a significant improvement compared with the conventional method. The score of the proposed method was almost the same as that of the original 48-kHz one. Thus, the proposed method seems to be able to restore the missing high frequency components.

5.2. Experiments of HMM-based speech synthesis

Next, speech synthesized by HMM-based speech synthesis was evaluated. To train HMMs, 250 sentences not included in the training data of GMMs were used. Mel-cepstral coefficients of these sentences were prepared by using the above three methods. A five-state, left-to-right, no-skip structure was used for the HMMs. The excitation parameters were modeled with multi-space probability distribution HMMs [25]. Each state output probability distribution was modeled by using a single Gaussian distribution with a diagonal covariance matrix. The HMMs were estimated as context-dependent models [26] and applied the decision tree based context clustering technique [27]. The minimum description length (MDL) criterion was used to determine the size of the decision trees [28]. Each probability distribution was modeled with a diagonal covariance matrix. The setting of the MOS evaluation was the same as that of analysis-synthesis.

Figure 2 shows the results of MOS evaluation for speech synthesized by the HMM-based speech synthesis. The trend of the results was almost the same as that of analysis-synthesis. Thus, the effectiveness of the proposed method for HMM-based speech synthesis was shown.

6. Conclusions

In this paper, a mel-cepstral analysis technique restoring missing high frequency components from low-sampling-rate speech was proposed. The feature extraction process and the modeling process of these features were integrated, and the models of speech waveforms were used as the prior models to restore the high frequency components. In subjective experiments, the naturalness of synthesized speech was significantly improved by using the proposed method. Future work includes objective evaluations and experiments with speaker-independent models.
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