A Data-Driven Approach to Speech Enhancement using Gaussian Process
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Abstract

This paper presents a novel data-driven approach to single channel speech enhancement employing Gaussian process (GP). Our approach is based on applying GP regression to estimate the residual gain with the input features being the a priori and a posteriori signal-to-noise ratios (SNRs). The residual gain is defined as the difference between the optimal gain and that obtained from the minimum mean-square error log-spectral amplitude (MMSE-LSA) estimator. Our proposed approach involves a cascaded structure consisting of two stages. At the first stage, the gain of the MMSE-LSA estimator is calculated in conjunction with the SNR features. In the second stage, the residual gains are estimated through GP and they are used to further enhance the output of the MMSE-LSA module. Experimental results show that the proposed approach produced better speech quality than not only the MMSE-LSA enhancement module but also the other data-driven technique.

Index Terms: Gaussian process, data-driven approach, speech enhancement

1. Introduction

Improving the quality and intelligibility of speech corrupted by noise has been a topic of great interest to researchers. The problem has been widely dealt with using the application of statistical model-based speech enhancement techniques, such as in [1, 2, 3]. Further improvements to these model-based statistical techniques have been proposed in the form of data-driven approaches in [4, 5, 6]. For example, determining the weighting rules for speech spectral amplitudes affected by noise is a problem these methods try to solve. This has been approached by Fingscheidt et al. [5] by the use of a look-up table indexed by the a priori and a posteriori signal-to-noise ratio (SNR) values. In one of the other works, the log-difference between the optimal gain and the gain derived from a statistical model-based algorithm was defined as the residual gain by Jin et al. [6], which they predicted by applying a codebook.

In the determination of gain in statistical model-based speech enhancement, two important parameters are found to be the a priori and a posteriori SNRs. These are also used as input features in majority of the proposed data-driven approaches. With this regard in data-driven speech enhancement techniques, the optimal gain determination problem can be seen as a regression problem wherein we predict the gain using the given a priori and a posteriori SNRs. In this respect, the conventional statistical model-based technique can be thought of as a feature extractor for the subsequently applied regressors.

In this paper our data-driven approach towards speech enhancement is based on predicting the optimal gain as a function of the SNRs. In the next section we will show that the problem of estimating the optimal gain is equivalent to that of estimating the residual gain, which we define as the difference between the optimal gain and the gain derived from a statistical model-based algorithm. We call the latter the preliminary gain. Our problem statement is thus formulated as predicting the residual gain using the SNRs as input features.

In this work, we predict the optimal gain as a function of the SNRs as part of our proposed speech enhancement technique using a data-driven approach. Using the definition of residual gain as the difference between the optimal gain and the gain calculated using a statistical model-based algorithm, we describe the equivalence of the estimation of the optimal gain and estimation of the residual gain in the ensuing section. Hence, prediction of the residual gain using input features as SNRs becomes our problem of interest in this work.

We employ the GP regression technique for predicting the residual gain. The GP regression is a powerful supervised learning approach which has been extensively used for regression problems in a wide range of areas [7, 17]. Since it is a kernel-based regression algorithm, the kernel function maps the input features into a high-dimensional space thereby capturing the relationship between the input and output variables in a more efficient manner. Experimental results show that the proposed method produces better speech quality than the conventional enhancement techniques.

2. Residual Gain Estimation based Speech Enhancement

Let \( X(k,l) \), \( Y(k,l) \) and \( D(k,l) \) denote the short term Fourier transform (STFT) coefficients of the clean speech, noisy speech and the noise, respectively for a frequency index \( k \) at time-frame \( l \). Assuming that noise is additive and uncorrelated with the clean speech, we have

\[
Y(k,l) = X(k,l) + D(k,l). \quad (1)
\]

Statistical model-based speech enhancement techniques first assume a family of parametric models for the distribution of the clean speech and noise spectra. They then find a gain \( \hat{G}(k,l) \) which is optimal under some criterion, such that the clean speech estimate \( \hat{X}(k,l) \) can be derived by

\[
\hat{X}(k,l) = \hat{G}(k,l)Y(k,l). \quad (2)
\]
Let the residual gain $H(k, l)$ minimize the mean-square error of the speech log-spectra, and is given by

$$
\hat{G}(k, l) = \xi(k, l) + \frac{1}{\nu(k, l)} \exp \left( \frac{1}{2} \int_{-\infty}^{\infty} e^{-t^2} dt \right) \gamma(k, l)
$$

(3)

where $\nu(k, l) = \frac{2(k, l)\gamma(k, l)}{1 + \nu(k, l)}$ with $\xi(k, l)$ and $\gamma(k, l)$ denoting the a priori and a posteriori SNRs, respectively. Even though this estimator is optimal in the mean-square sense, its optimality can be easily broken due to mismatches and inaccuracies in distribution modeling, noise estimation or SNR estimation.

Let $G(k, l)$ denote the optimal gain such that the actual clean speech spectrum $X(k, l)$ is given by

$$
X(k, l) = G(k, l)Y(k, l),
$$

(4)

Let the residual gain $H(k, l)$ be defined as

$$
H(k, l) = G(k, l) - \hat{G}(k, l).
$$

(5)

Thus, $H(k, l)$ measures the deviation of $\hat{G}(k, l)$ from $G(k, l)$. A positive $H(k, l)$ results in an under-estimation of the corresponding speech component, whereas a negative $H(k, l)$ results in an over-estimated speech component.

Using (4) and (5), $X(k, l)$ is expressed in terms of $H(k, l)$ as

$$
X(k, l) = [H(k, l) + \hat{G}(k, l)]Y(k, l).
$$

(6)

The task of predicting $G(k, l)$ for clean speech estimation is thus reduced to the task of predicting $H(k, l)$. The approach can also be thought of as an error-driven approach, in which the estimated error $H(k, l)$ is used to further estimate the clean speech.

In our work, we apply the GP regression technique to predict this residual gain while treating the a priori and a posteriori SNRs as input features. Since the residual gain characteristics usually vary significantly across the frequency bins, the residual gain for each bin is predicted independently using a separate GP regressor. Our approach thus treats the prediction of residual gain in each frequency bin as a separate GP regression problem.

### 3. Residual Gain Estimation

The non-parametric nature of GP causes computational problems for large training data as the training time scales cubically with the number of training examples. Consequently, in order to make it tractable to design a GP with large training examples, we first divide the whole speech data into separate clusters and then train a GP for each cluster independently.

The proposed data-driven speech enhancement system is described using a block diagram in Figure 1. For each frequency bin, the SNR feature vectors of the training examples are clustered into $N_c$ clusters in the training phase. This is done by using Gaussian mixture models (GMMs). Then for each cluster, a GP is trained by treating the residual gain values corresponding to the SNR feature vectors in the cluster, as the target for prediction. During the enhancement phase, a test feature vector for each frequency bin is first assigned to one of the $N_c$ clusters in the same way as the training data is clustered. Finally, the corresponding residual gain is predicted by using the GP belonging to the assigned cluster.

#### 3.1. Feature extraction and preprocessing

The feature extraction process is depicted in Figure 2. To construct the feature vector $\tilde{z}(k, l)$ corresponding to a point $(k, l)$ in the frequency-time grid, the a priori and a posteriori SNRs are each collected over a rectangular spectro-temporal window which incorporates frequency and temporal components with their respective indexes varying from $k - M$ to $k + M$ and $l - N + 1$ to $l$ in [6]. This renders $\tilde{z}(k, l)$ as

$$
\tilde{z}(k, l) = [\xi(k - M, l - N + 1), \ldots, \xi(k - M, l), \ldots, \xi(k + M, l - N + 1), \ldots, \xi(k + M, l) \gamma(k - M, l - N + 1), \ldots, \gamma(k - M, l), \ldots, \gamma(k + M, l - N + 1), \ldots, \gamma(k + M, l)]^T
$$

(7)

where the dimension of $\tilde{z}(k, l)$ is $2(2M + 1)N$ and the superscript $T$ denotes matrix or vector transpose.

The grouping of the neighboring SNR features in (7) takes into account the high spectral and temporal correlations inherent in speech signals. The components of the vector $\tilde{z}(k, l)$ are thus highly correlated. This allows us to further reduce the dimension of $\tilde{z}(k, l)$ without much loss of information leading to a comparatively compact statistical representation.
apply principal component analysis (PCA) to \(\{\mathbf{z}(k, l)\}\) which results in the compact features \(\{\mathbf{z}(k, l)\}\) with lower dimensionality. In this work, the dimension is reduced from \(2(2M + 1)N\) to \(d\) which determines the input dimensionality of the GP. In the remaining part of this paper, for simplicity, we will replace the notations \(\mathbf{z}(k, l)\) and \(H(k, l)\) with \(\mathbf{z}_{kl}\) and \(H_{kl}\) respectively.

3.2. Estimating residual gain using GP

Let \(D_{kl} = \{\mathbf{x}_{kl}, H_{kl}\} \mid i = 1, \ldots, N\) denote the training set corresponding to the \(k\)th frequency bin assigned to the \(m\)th cluster. Both inputs and outputs are aggregated into vectors \(\mathbf{Z}_k^i = [\mathbf{z}_{1}^i, \ldots, \mathbf{z}_{N}^i]^T\) and \(\mathbf{H}_k^i = [H_{11}^i, \ldots, H_{NN}^i]^T\), respectively. We assume, without loss of generality, that during the enhancement phase, the test feature vector \(\mathbf{z}_k^*\) is assigned to the \(m\)th cluster. This implies that the GP trained for the \(m\)th cluster is used to predict the test output \(H_k^*\). In the following review of GP we will denote the input \(\mathbf{Z}_k^i\) by \(\mathbf{X} = [\mathbf{x}_1; \ldots; \mathbf{x}_N]^T\) and the output \(\mathbf{H}_k^i\) by \(\mathbf{Y} = [y_1; \ldots; y_N]^T\).

Assuming that \(D_{kl}^i\) is drawn from a noisy process, we have

\[ y_i = f(x_i) + \eta_i \quad (8) \]

where \(\eta_i\) is a zero-mean Gaussian random variable with variance \(\sigma^2\) and \(f(\cdot)\) is an unknown latent function. A GP imposes a Gaussian prior over the unknown latent function \(f\). Using the noise term, the joint distribution of the training output \(\mathbf{Y}\) and the latent function value \(f^*\) at the test input \(\mathbf{x}^*\) under the GP prior can thus be written as

\[ \begin{bmatrix} \mathbf{Y} \\ f^* \end{bmatrix} \sim N \left( \begin{bmatrix} 0 \\ \mathbf{K}(\mathbf{X}, \mathbf{X}) + \sigma^2 \mathbf{I} \end{bmatrix}, \begin{bmatrix} \mathbf{K}(\mathbf{X}, \mathbf{X}) & \mathbf{K}(\mathbf{X}, \mathbf{x}^*) \\ \mathbf{K}(\mathbf{x}^*, \mathbf{X}) & \mathbf{K}(\mathbf{x}^*, \mathbf{x}^*) \end{bmatrix} \right) \quad (9) \]

where \(\mathbf{I}\) denotes the identity matrix and the \(N \times N\) matrix \(\mathbf{K}(\mathbf{X}, \mathbf{X})\) is the matrix of covariances evaluated at all pairs of training examples \(\mathbf{X}\). Each element of \(\mathbf{K}(\mathbf{X}, \mathbf{X})\) is given by

\[ (\mathbf{K}(\mathbf{X}, \mathbf{X}))_{ij} = \text{Cov}(f(x_i), f(x_j)) \]

where Cov(\(\cdot\), \(\cdot\)) indicates the covariance. In a similar way, the \(N\)-length row vector \(\mathbf{K}(\mathbf{x}^*, \mathbf{X})\) represents the covariances between \(\mathbf{x}^*\) and \(\mathbf{X}\). The GP predicts the function value for \(\mathbf{x}^*\) by performing Bayesian inference as follows:

\[ \mu^* = \mathbf{K}(\mathbf{x}^*, \mathbf{X}) \mathbf{K}(\mathbf{X}, \mathbf{X})^{-1} \mathbf{Y} \quad (10) \]

where \(\mu^*\) is the mean of the posterior distribution of \(f\) at \(\mathbf{x}^*\). The test output \(y^*\) corresponding to the input \(\mathbf{x}^*\) is then given by \(y^* = \mu^*\).

A GP is completely specified in terms of its mean and covariance functions. The mean function as described above is usually assumed to be zero without causing serious performance degradation. For the covariance function, we apply an isotropic squared exponential kernel given by

\[ \text{Cov}(f(x), f(x')) = \delta^2 \exp \left( -\frac{(x - x')^2}{2l^2} \right) \quad (11) \]

where we need to specify two hyper-parameters: the signal variance \(\delta\) and the scale parameter \(l\). It should be noted that the scale parameter is the same for all the dimensions of the feature vector which avoids over-fitting for high-dimensional features. The hyper-parameters \(\theta = [\sigma \delta l]\) are trained by minimizing the negative log marginal likelihood of the training data, i.e.

\[ -\log \text{p}(Y|X, \theta) = \frac{1}{2} \mathbf{Y}^T \mathbf{K}^{-1} \mathbf{Y} + \frac{1}{2} \log |\mathbf{K}| + \frac{N}{2} \log 2\pi \]

(12)

where \(\mathbf{K} = \mathbf{K}(\mathbf{X}, \mathbf{X}) + \sigma^2 \mathbf{I}\) and \(|\cdot|\) denotes the matrix determinant. The interested reader is encouraged to refer to [8] for further detail.

4. Experiments and Results

In order to evaluate the performance of the proposed approach, we performed experiments on speech enhancement where the clean speech data were drawn from TIMIT database [11]. Utterances spoken by 50 speakers (25 male and 25 female) were used for training while those from other 10 speakers were used for performance evaluation. Waveforms were sampled at 16 kHz and a Hamming window of length 512 samples (32 ms) was applied with a frame shift of 128 samples (75% overlap). In order to compute the preliminary gain and extract SNR features, we applied the MMSE-LSA algorithm presented in [1]. For the purpose of performance comparison, we also applied the VQ-based speech enhancement algorithm which is a data-driven technique proposed in [6].

In our implementation, during the feature extraction process, the values of \(M\) and \(N\) were taken to be 1 and 5, respectively which led the feature dimension to be 30. By PCA procedure, the dimension was reduced to \(d = 10\). During clustering, the feature vectors of the training data for each frequency bin were clustered into \(N_c = 64\) clusters and a GP was modeled for each cluster. The implementation of GP was taken from the GPML toolbox [14], which learns the GP hyper-parameters \(\theta\) and computes the posterior mean. The GP training in the toolbox was performed by maximizing the marginal likelihood using the method of conjugate gradients. The number of kernel functions involved is equal to the number of training examples \(N\). The computational complexity for the a posteriori mean prediction is thus \(O(N)\) provided the Gram matrix is computed already.

4.1. Speech enhancement in matched training condition

For the first phase of our experiments, we considered the case of ‘matched conditions’, where the noise types of the training and test data are the same. During training, the clean speech signals in the training database were artificially degraded by the additive white Gaussian noise taken from Noises92 database [10], while varying the SNR in the range from -10 dB to 30 dB. The total length of the training data was 5364 seconds.

In order to measure the performance, we used four objective measures: segmental SNR (SegSNR) [12] improvement, log-likelihood ratio (LLR), cepstral distance (CD) [15] and perceptual evaluation of speech quality (PESQ) [13] improvement. Higher values of SegSNR and PESQ improvements indicate better performance while lower values of LLR and CD indicate better performance. For performance comparison, we compared the performances of three different approaches: MMSE-LSA, VQ-based (VQ) and GP-based (GP) speech enhancement algorithms.

Figure 3 shows plots for the SegSNR improvement, LLR and CD measures while Table 1 shows the PESQ scores obtained at four different SNR levels: -5, 0, 5 and 10 dBs. From the metric scores shown in Figure 3 and Table 1, we can see that the proposed GP method produced better scores than MMSE-LSA and VQ across all the SNRs. Especially in high SNR conditions, our proposed method showed more improvements over the compared baseline methods. Figure 4 shows example spectrograms of noisy speech and speech enhanced by MMSE-LSA, VQ and GP methods. The enhancement is performed in white.
noise environment at 10 dB SNR. As seen in the figure, the speech enhanced by GP method has lower residual noise than the speech enhanced by MMSE-LSA and VQ methods.

Figure 3: Average SegSNR improvement (upper), LLR (middle) and CD (bottom) results for MMSE-LSA, VQ and GP methods in the matched case setting at different SNRs for white noise.

Figure 4: Example spectrograms of noisy speech (upper left) and speech enhanced by MMSE-LSA (upper right), VQ (bottom left), and GP methods (bottom right). The enhancement is performed in white noise environment at 10 dB SNR.

Table 1: PESQ improvement results of speech enhanced by MMSE-LSA, VQ and GP methods for the matched case.

<table>
<thead>
<tr>
<th>SNR (dB)</th>
<th>-5</th>
<th>0</th>
<th>5</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>MMSE-LSA</td>
<td>0.77</td>
<td>0.83</td>
<td>0.74</td>
<td>0.54</td>
</tr>
<tr>
<td>VQ</td>
<td>0.79</td>
<td>0.85</td>
<td>0.79</td>
<td>0.62</td>
</tr>
<tr>
<td>GP</td>
<td>0.89</td>
<td>0.95</td>
<td>0.93</td>
<td>0.88</td>
</tr>
</tbody>
</table>

input noisy speech with those of speech enhanced by MMSE-LSA, VQ and GP enhanced speech. Table 2 shows the average PESQ scores for the two different noise types. The scores are plotted for -5, 0 and 5 dB SNRs which are the low SNR conditions. From the results, we can see that the proposed method produces better PESQ scores as compared to the baseline methods. In an overall view, the GP method outperforms the baseline methods for mismatched conditions.

Table 2: PESQ results of noisy speech and speech enhanced by MMSE-LSA, VQ and GP methods in F-16 and factory noise environments for the mismatched case.

<table>
<thead>
<tr>
<th>SNR (dB)</th>
<th>F-16</th>
<th>Factory</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-5</td>
<td>0</td>
</tr>
<tr>
<td>Noisy</td>
<td>1.17</td>
<td>1.49</td>
</tr>
<tr>
<td>MMSE-LSA</td>
<td>1.61</td>
<td>1.99</td>
</tr>
<tr>
<td>VQ</td>
<td>1.62</td>
<td>2.02</td>
</tr>
<tr>
<td>GP</td>
<td>1.72</td>
<td>2.09</td>
</tr>
</tbody>
</table>

5. Conclusion and Future Work

In this paper, we have proposed a data-driven approach for speech enhancement which is based on estimating the residual gain as a regression task. GP regression is applied to estimate the residual gain based on the a priori and a posteriori SNRs as the input. A clustering scheme is also applied to deal with the computational complexity of GP training. The experimental results have shown that our approach improves the performance of the conventional statistical model-based speech enhancement technique in both the matched and mismatched noise conditions. In this paper we estimated the residual gain for each frequency bin independently by using a separate GP regressor model for each frequency bin. Since the spectrum of clean speech signals possesses spectral correlations, as future work, we will explore the effect of frequency banding and estimating the residual gain for the subsequent frequency bands on the enhancement performance.
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