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Abstract

In the spoken language translation pipeline, machine translation systems that are trained solely on written bitexts are often unable to recover from speech recognition errors due to the mismatch in training data. We propose a novel technique to simulate the errors generated by an ASR system, using the ASR system’s pronunciation dictionary and language model. Lexical entries in the pronunciation dictionary are converted into phoneme sequences using text-to-speech (TTS) analyzer and stored in a phoneme-to-word translation model. The translation model and ASR language model are combined into a phoneme-to-word MT system that “damages” clean texts to look like ASR outputs based on acoustic confusions. Training texts are TTS-converted and damaged into synthetic ASR data for use as adaptation data for training a speech translation system. Our proposed technique yields consistent improvements in translation quality on English-French lectures.
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1. Introduction

A spoken language translation (SLT) system minimally consists of two main components: an automatic speech recognition (ASR) system that transcribes source language utterances into a transcript and a machine translation (MT) system which translates the transcripts. While there have been a number of efforts to construct tightly-coupled ASR and MT systems that are jointly trained and/or optimized [1, 2], the majority of SLT systems employ a cascading approach in which speech recognition is first performed and the results are translated by an MT system [3, 4, 5]. The major disadvantage of using the cascading approach is the mismatch between MT training data and ASR output. Most statistical MT (SMT) systems are trained on written bitexts which have different artifacts from ASR output. The ASR system may contain recognition errors and cannot output out-of-vocabulary (OOV) words. Ideally, this could be overcome by training the SMT system on speech corpora that have been both transcribed and translated; however, there are few corpora of this type available and they are expensive to construct. Thus, SMT training is usually limited to using small amounts of translated speech transcripts as adaptation data.

To overcome the paucity of bilingual speech training data, an ideal solution is to convert the source side of a bitext to ASR-like outputs. Considering the ASR system as a noisy channel that converts the actual transcripts of the speech input to error-prone outputs, we can model the production of ASR errors and apply it on a large amount of bitexts to introduce possible ASR errors into the training data of SMT system. A straightforward method is to actually pronounce every source language sentence in the corpus into a microphone and pass the audio signal through the actual ASR system that will be used in the pipeline. However, this method is too costly. Instead of mapping the text to a signal representation and back to text, we can stop at the phoneme level and model (1) the phonetic confusion between phonemes; and (2) the ambiguity of phoneme sequences, using actual ASR output on a small amount of speech data.

This text-to-phoneme→text pipeline requires (a) a reliable conversion from written text to phonemes, and (b) a modeling technology that can optimize towards a small development set of actual ASR output. For (a), we employ the text analysis component of a TTS engine, which dictates written text based on a pronunciation dictionary (PD), letter-to-sound (LTS) rules, and context-dependent pronunciation rules for numbers, ordinals and acronyms. For (b), we use phrase-based MT with MERT on actual ASR outputs. In a nutshell, we build a MT system that translates TTS-generated phoneme sequences into ASR-like output, and apply it on the source side of MT training data to improve ASR error tolerance.

2. Damaging Channel

Our SLT system is a standard cascading ASR-MT pipeline, where the MT system accepts as input a single-best hypothesis from an ASR system, which is recased, punctuated, and tokenized prior to translation. Our goal is to build a phrase-based SMT system [6] that translates TTS-generated phoneme sequences to ASR-like output and to apply it on the larger SMT training data. We divide the pipeline into two stages, as shown in Fig. 1. First, the damaging channel learns how to transform clean source language texts into output that con-
tains synthetic ASR errors. Each word in an ASR system’s PD is converted into a sequence of phonemes using the LITS rules provided by a TTS analyzer. The mapping between phoneme sequences and their lexical forms are stored in a phoneme-to-word phrase table with uniform forward and backward probabilities. This phrase table is combined with the language model used by the original ASR system. Since the conversion of phonemes into words is monotonic, no reordering is required. The phoneme-to-word SMT system is tuned using Minimum Error Rate Training (MERT) [7], using a small supervised set of source language speech transcripts and the corresponding single-best ASR hypotheses. Due to homophones and other pronunciation anomalies, the phrase table may have multiple entries for a single phoneme sequence. For example, the phoneme sequence /TU W/ may be mapped to two, to and too.

In the second stage, the source side of the training bitexts are again transformed into phoneme sequences by the TTS analyzer, which are subsequently translated by the phoneme-to-word SMT system to generate synthetic ASR outputs for training the MT component. All training bitexts are duplicated prior to “damaging” to allow MT training simultaneously on clean source language bitexts and synthetic ASR outputs.

2.1. TTS-based pronunciation generation

There are several problems in using the phoneme sequences in an ASR PD to build a phoneme-to-word phrase table:

1. No coverage for OOV words. SMT vocabularies contain many OOV words w.r.t. ASR pronunciation dictionaries; usually they will be output as phonetically similar words or phrases in ASR output. In order to simulate such phenomena, we must employ LITS rules on OOV words.

2. No rules for some acronyms (e.g. ADHD, MTV) and numeric sequences (e.g. 1998 or $275,000$). We need to apply rules to correctly “pronounce” these tokens.

3. Context dependency. Words may contain different pronunciations given their context (i.e. record in to record music vs. a music record).

Instead, we use a TTS system’s text analysis module, which can provide a pronunciation hypothesis for any word. TTS analyzers may use different phoneme sets from the ASR PD or they may have been trained on different dialects; thus, we replace the pronunciations from the ASR PD with the hypotheses from the text analysis module before building the phone-to-word phrase table. To account for multiple pronunciations of words in the ASR PD, we may also augment the phone-to-word phrase table with alternative pronunciations of words from the written text.

2.2. Phoneme-level confusion

Thus far, we have assumed that the PD contains only valid transcriptions. As such, the decoding process undergone by the phoneme-to-word SMT system defines segmentation boundaries on a sequence of phonemes to reconstruct words. However, during ASR decoding, phonemes may be missing or distorted in the input signal, rendering the decoder likely to misrecognize parts of the actual utterance. In response, we introduce an additional step in the damaging channel pipeline to model phonetic confusability by introducing distortions into a sequence of phonemes, based on the observed decoding behavior of an ASR system. This process is a phoneme-to-phoneme SMT pipeline, similar to that of [8]. A phrase table is estimated on phoneme-transcribed bitexts of source language transcripts and their single-best ASR hypotheses. A language model is estimated on the phoneme sequences of the ASR hypotheses. The weights of the models are optimized using MERT on a held-out development set. The trained phoneme-to-phoneme SMT system can perform the following operations: (1) delete one or more potentially silent or unrecognizable phonemes; (2) insert one or more adjacent phonemes; and (3) exchange phonemes that have similar context. The resulting system is applied to each lexical entry in the ASR PD to generate $n$ distorted pronunciation alternatives which are used to expand the dictionary.

3. Experiments

We perform experiments on the English-French TED speech translation task from the IWSLT 2014 evaluation campaign [9]. Our baseline SLT system is a cascaded ASR-MT pipeline. The ASR system is described in [10]; as a brief summary, the acoustic model is trained on TED talk videos released before December 31, 2010, corresponding to 820 talks and 144 hours of speech after filtering. It uses a deep neural network (DNN) that is trained using the Karel setup of the open-source Kaldi ASR toolkit [11]. It is trained over acoustic features generated in the second pass after having applied LDA-MLLT-fMLLR transformations with SAT-HMMs. An eleven-frame context window of LDA-MLLT-fMLLR features (5 frames at each side) is used as input to form a 440-dimensional feature vector. The DNN has 6 hidden layers each with 2048 neurons and is pre-trained with Restricted Boltzmann Machines (RBM), followed by mini-batch Stochastic Gradient Descent training, and sequence-discriminative training such as Minimum Phone Error (MPE) and state-level Minimum Bayes Risk (sMBR). The single-best ASR hypotheses are punctuated, reasced, and tokenized prior to being translated by the MT system. Our ASR system yields a word error rate (WER) of 11.7% on tst2012.

The baseline MT component of our SLT system is a phrase-based Moses system [6, 12], trained on the TED talk training set permitted in the IWSLT 2014 evaluation. Our baseline system features a statistical log-linear model including a phrase-based translation model (TM) and a lexicalized phrase-based reordering model (RM), both trained on TED data, a 5-gram language model (LM) trained with IRSTLM [13] and converted into KenLM’s binary format [14] on the French side of the TED training corpus, and distortion, word, and phrase penalties. MT quality is evaluated using the BLEU [15] and TER [16] metrics.

3.1. Damaging channel

The monotonic phoneme-to-word SMT system is trained on one of three PD configurations: (1) the ASR pronunciations (lex); (2) a TTS-generated set of pronunciations for each word (tts); or (3) a union of the two (lex+tts). In tts configurations, each word in the original PD is converted into phonemes using the Festival TTS system with the CMU PD [17].

The ASR system’s language model is included in the phoneme-to-word SMT system and all model weights are tuned.

<table>
<thead>
<tr>
<th>Phone</th>
<th>Pron</th>
<th>ASR</th>
<th>Transcript</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trans</td>
<td>Dict</td>
<td>BLEU</td>
<td>TER</td>
</tr>
<tr>
<td>lex</td>
<td>lex</td>
<td>74.68</td>
<td>16.20</td>
</tr>
<tr>
<td>tts</td>
<td>20.39</td>
<td>79.53</td>
<td>25.79</td>
</tr>
<tr>
<td>lex+tts</td>
<td>74.67</td>
<td>16.22</td>
<td>98.27</td>
</tr>
<tr>
<td>tts</td>
<td>lex∗</td>
<td>27.97</td>
<td>58.13</td>
</tr>
<tr>
<td></td>
<td>tts</td>
<td>47.84</td>
<td>40.37</td>
</tr>
<tr>
<td></td>
<td>lex+tts</td>
<td>57.13</td>
<td>35.82</td>
</tr>
</tbody>
</table>

*Mismatch between pronunciations.

Table 2: Damaging channel models, converting English transcripts into ASR-like outputs, evaluated on dev2010. Phoneme conversion uses either the ASR PD (lex) or TTS (tts). Evaluated on the target ASR texts and the original transcripts.
via MERT and evaluated on bitexts that map ASR references to our ASR system’s single-best hypotheses. The clean transcripts are transcribed into phonemes prior to translation, either using the ASR PD or by running Festival’s TTS analysis component. We additionally augment the PD described above with phoneme confusions using a phoneme-to-phoneme SMT system, which is trained on phoneme sequences corresponding to English bitexts from tst2010. A 4-gram language model is estimated on the ASR phoneme sequences using IRSTLM and is binarized in KenLM format. The model weights are tuned on dev2010. Five or 10-best lists of phoneme sequences are generated for each word in the PD by translating each TTS-generated phoneme sequence into damaged phonemes. The resulting damaging channel configurations are used to generate SMT adaptation data from the TED training bitexts, where the source-side transcripts are processed through the damaging channel to generate synthetic ASR output. The synthetic outputs are tokenized, recased, and punctuated prior to inclusion.

3.2. Synthetic ASR outputs

No phoneme confusions. We first measure how well the damaging channel converts reference transcripts into ASR hypotheses, compared to how much it diverges from itself. Table 2 evaluates the effects of phoneme-to-word translation, without factoring in phonetic confusability, both on the ASR hypotheses and the original, unpunctuated transcripts.\(^1\) While damaging channel models trained on the original ASR PD (lex) yield TER scores around 16% against the ASR hypotheses, the damaged texts are virtually the same as the originals; thus, it does not model acoustic confusability well enough. On the other hand, TTS-generated pronunciations yield TER scores around 40% on ASR hypotheses and a similar amount on the original transcripts. We similarly observe a 5% absolute TER improvement when combining the \(ts\) and \(lex\) pronunciations. Mismatches between phoneme converters (e.g. transcribing transcripts with \(lex\) and damaging with \(ts\)) yield abysmal results.

Phoneme confusions. Fig. 2 shows the effects of phoneme transduction on the damaging channel. In nearly every damaging channel configuration, adding up to 10 distorted phoneme sequences to each PD before training the damaging channel yields nearly a 10% absolute improvement in TER, both against the ASR outputs and the original transcripts. The effects of merging \(ts\) and \(lex\) dictionaries become insignificant when phoneme confusions are introduced, since the valid pronunciation variants are covered in the n-best lists.

Table 1 presents an example of synthetic ASR outputs on dev2010. The PD-driven damaging channel (LEX-DEDAM) treats some numbers in digital form as OOV words (e.g. \("40\)”). SMT phrase pairs containing these numbers will never be used in the SLT pipeline. The TTS-driven damaging channel (TTS-DEDAM) successfully converts them to phoneme sequences and reconstructs their lexical form. At the same time, there are cases where the TTS-driven damaging channel’s TM may give higher scores to low frequency words than common words (e.g. \("paisa Zand\), instead of \("Paces and\)). Our TM assigns uniform probabilities to phoneme-to-word and word-to-phoneme entries. Since the PD was generated in a data-driven fashion, junk entries appear that usually are never encountered during ASR decoding. By introducing phoneme confusions through the phoneme-to-phoneme SMT system (TTS-DEDM-P2P), the TM scores are smoothed with the addition of 5 pronunciations per lexical entry. TTS-DEDM-P2P assigns \("paces\) with a pronunciation “\(s\)” (\("P E Y S A X /) and duplicates \("/A X /\), rendered the damaging output as \("P a c e s \ a s \ a n d \) (\("P E Y S A X A X Z A E N D /\). We discuss this issue in more detail in Section 3.4.

3.3. SLT Evaluation

We conduct two sets of TED-only experiments to simulate two domain adaptation scenarios: (1) the damaged TED transcripts and their translations are concatenated with the clean TED training data to estimate the translation model and reordering model (CONCAT); and (2) a separate phrase table is estimated on the damaged bitexts, where previously unseen phrases are appended using the FILL-UP technique [18, 19] with a provenance feature that marks the phrase as synthetic. In Table 3 we show the evaluation results. To control for optimizer instability [20], we run MERT three times on each experiment and evaluate the each system’s performance on the tst2012 data set using...
Example 1

<table>
<thead>
<tr>
<th>English ref</th>
<th>Example 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Since it’s digital, we can do reverse dissection.</td>
<td>I’ve studied technologies of mobile communication...</td>
</tr>
<tr>
<td><strong>Baseline MT</strong></td>
<td><strong>Baseline MT</strong></td>
</tr>
<tr>
<td>Depuis que nous pouvons faire son numérique inverser sentiellles, nous pouvons faire remonter dissection du numérique.</td>
<td>J’ai étudié les technologies de communication, de technologie mobile, la communication...</td>
</tr>
<tr>
<td><strong>LEX-DAMAGE</strong></td>
<td><strong>LEX-DAMAGE</strong></td>
</tr>
<tr>
<td>Puisque c’est que nous pouvons faire renverser dissection numérique. Depuis ses digital, nous pouvons faire régresser axillaire.</td>
<td>J’ai étudié les technologies de communication, de technologie mobile, la communication...</td>
</tr>
<tr>
<td><strong>TTS-DAMAGE</strong></td>
<td><strong>TTS-DAMAGE</strong></td>
</tr>
<tr>
<td>Depuis ses numérique, nous pouvons faire renverser axillaire.</td>
<td>J’ai étudié les technologies de communication mobile.</td>
</tr>
<tr>
<td><strong>TTS-DMG-P2P</strong></td>
<td><strong>TTS-DMG-P2P</strong></td>
</tr>
<tr>
<td>Depuis ses numérique, nous pouvons faire une dissection à envers.</td>
<td>J’ai étudié les technologies de communication mobile.</td>
</tr>
</tbody>
</table>

Table 4: Example SLT outputs from ts2012, using damaging channel output as concatenated training data.

4. Related work

Techniques to generate synthetic ASR errors have been used for discriminative language modeling [22, 23, 24], ASR error prediction [25], and speech translation [26, 27].

In [22, 28], a weighted finite state transducer (WFST) is compiled from an ASR PD to convert phoneme sequence back into words. The ASR system’s acoustic model is used to measure confusability between phonemes. [24] propose a variant to phoneme transduction by estimating phoneme substitution probabilities using maximum likelihood estimates on Levenshtein alignments between the reference transcript and a n-best list of ASR hypotheses. In both methods N-Best outputs were generated and utilized in discriminative LM training.

[8] implement a similar phoneme-to-phoneme transducer, modeled as a SMT system and propose its use in conjunction with a FST-based phoneme-to-word transducer to damage texts. However, they assume that no OOV words are present in the texts to damage and did not apply their work on MT training data. Our method uses a TTS analyzer to bridge the crucial gap between ASR PD and MT data. An extension of [8] is proposed by [27], which uses a phone confusion transducer that allows substitutions based on phone clusters, consonant deletions, vowel duplications, and suffix insertions. The transducer is composed with the ASR PD and LM and applied on each entry in the SMT phrase table, generating alternative source phrases.

Our approach is an extension and deeper analysis of the text normalization approach of [26], which uses a text-to-speech engine to introduce phonetic confusability by generating alternative pronunciations for existing words in an ASR lexicon and using phoneme-to-word SMT to reconstruct word sequences constrained in the lexicon.

5. Conclusion

We have constructed several variants of a damaging channel that utilize principles of acoustic and phonetic confusability to convert sequences of phonemes to synthetic ASR outputs containing potential errors. Clean texts are converted to phoneme sequences by a TTS analyzer and “translated” back into words based on the observed behavior of an ASR system. Our TTS-driven approach successfully converts OOV words, acronyms, and numeric sequences into words belonging to an ASR PD and can be used to generate synthetic speech data to adapt a MT system to the SLT task. Our experiments show that MT systems adapted with damaged texts are better suited to receive ASR outputs as input than systems trained only on bitexts. While the TTS-driven damaging channel performs similarly to baselines which use the ASR PD, the TTS-driven approach is capable of generating synthetic texts that diverge further from the original transcripts in such a way that utilizing multiple damaged hypotheses could improve error coverage during MT training.

---

2https://github.com/jhclark/multeval
3This issue may occur anytime there is a mismatch between TTS and the entries in the PD.
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