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Abstract

Even though deep neural network acoustic models provide an increased degree of robustness in automatic speech recognition, there is still a large performance drop in the task of far-field speech recognition in reverberant and noisy environments. In this study, we explore DNN adaptation techniques to achieve improved robustness to environmental mismatch for far-field speech recognition. In contrast to many recent studies investigating the role of feature processing in DNN-HMM systems, we focus on adaptation of a clean-trained DNN model to speech data captured by a distant-talking microphone in a target environment with substantial reverberation and noise. We show that significant performance gains can be obtained by discriminatively estimating a set of adaptation parameters to compensate the mismatch between a clean-trained model and a small set of noisy and reverberant adaptation data. Using various adaptation strategies, relative word error rate improvements of up to 16% could be obtained on the single-channel task of the recent Aspire challenge.
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1. Introduction

In the past few years, deep neural networks (DNNs) have replaced Gaussian mixture models (GMMs) for acoustic modelling in automatic speech recognition. Modern hardware has now made it possible to train networks with multiple hidden layers and millions of parameters which exhibit much stronger modelling capabilities compared to the conventional GMM-HMM systems. Although DNN-HMM systems are often trained on large databases in order to learn variabilities in the input feature space, there is still a large performance drop when mismatch exists between train and test conditions.

Far-field speech recognition is one of the tasks in which there is considerable mismatch between train and test features due to room reverberation and environmental noise. A great deal of research has been devoted in the past to noise and reverberation robustness in GMM-HMM systems [1, 2]. These efforts can be broadly categorized into three distinct groups: Feature enhancement approaches [2] aim to remove the distortions caused by reverberation and noise from the speech features and acquire enhanced feature vectors which better match the training conditions. The second group of approaches are robust feature extraction strategies [3, 4] which try to design invariant features that are less influenced by environmental distortions. Finally, model adaptation methods such as maximum likelihood linear regression (MLLR) [5] and maximum a posteriori (MAP) estimation [6] try to update the parameters of the model to best match a set of observed features. Although these methods have originally been developed for speaker adaptation, they are also able to provide significant improvements when the mismatch is due to environmental distortions.

In the context of DNN-HMM acoustic models, it has been shown that even without any explicit noise or reverberation compensation, the DNN is capable of providing results that are close to, or in some cases even better than a state of the art GMM-HMM system with various compensation strategies [7]. This is mainly a result of the fact that the higher layers in a DNN provide representations of the input data that are increasingly invariant to small changes in the input features [8]. However, in spite of this considerable improvement, the performance of a DNN-HMM system in a distant-talking scenario is still much worse compared to the close-talking counterpart. This calls for environmental robustness strategies to be used with DNN-HMM systems.

A comprehensive study on feature enhancement techniques for robust ASR with DNN-HMM systems is carried out in [9]. The results show that many of the front-end approaches previously used with GMM-HMM systems can still provide considerable improvements to a DNN-HMM system, although the relative improvements might be smaller than those with GMM-HMMs due to the inherent robustness of the DNN back-end. Furthermore, the study in [10] explores the use of robust feature extraction methods with a DNN-HMM system and reports improvements to the baseline Mel-filterbank coefficient features by using robust features such as Gammatone filterbank coefficients or normalized modulation coefficients [11].

Unlike feature enhancement and robust feature extraction methods which can be somewhat directly applied to a DNN-HMM system without any change, model adaptation techniques developed for GMM-HMM systems are inherently not suitable for DNN-based acoustic models. This is because GMMs are generative models for which adaptation consists of finding transformations which maximize the likelihood of the data given the adapted model. DNN acoustic models, in contrast, are discriminatively trained as classifiers for the acoustic characteristics of the input, and thus cannot be adapted by maximum likelihood estimations.

Given the increasing popularity of DNN-HMMs as acoustic models, there have recently been a number of studies addressing DNN adaptation for ASR. These include linear transformation and its variants [12, 13, 14], conservative training in
the form of either regularized objective functions [15] or conventional L1/L2 regularization [16], factorized adaptation [17], and also the use of auxiliary features in the form of noise-aware or speaker-aware training and decoding [7, 18]. These methods, which have mostly been developed for speaker adaptation, aim to adjust a small number of adaptation parameters without harming or erasing the information learned by the network during training. Although these approaches have been shown to provide improvements in speaker adaptation, fewer studies have investigated their performance in environment adaptation.

In this study, we investigate the use of DNN adaptation methods for improved far-field speech recognition in reverberant and noisy environments. Given a DNN-HMM acoustic model trained on clean data as well as some adaptation data from the target environment, our goal is to investigate how effective DNN adaptation approaches are in reducing the mismatch between the model and the test data. We employ various adaptation strategies and evaluate the resulting ASR performance with different amounts of adaptation data. Specifically, we are interested to find out which adaptation strategy is more suitable for handling the types of distortion encountered in distance-based speech capture (i.e., room reverberation and environmental noise). We also evaluate the performance of various adaptation methods based on the amount of data they require for a reliable estimation of the parameters.

The rest of this paper is organized as follows. In Sec. 2 we briefly review the hybrid context-dependent DNN-HMM acoustic modelling technique. In Sec. 3, we present different adaptation strategies that can be used with DNNs. We present the results of ASR experiments in Sec. 4, and provide a summary of the work and concluding remarks in Sec. 5.

2. A brief review of hybrid DNN-HMM systems

A deep neural network can be trained to predict posterior probabilities for the tied HMM states (senones) in a speech recognition system. Given a concatenated feature vector \( x_t \) from a context window of frames, the DNN applies multiple layers of nonlinear transformations of the form:

\[
    v_{l+1}^{t+1} = \sigma(W_{l+1}v_{l}^{t} + b_{l+1}),
\]

where \( \sigma() \) is often a sigmoid function and \( v_{l}^{t} \) represents the hidden unit values at layer \( l \), with \( v_{0}^{t} = x_t \). The activations from the last sigmoid layer (\( v_{L}^{t} \)) are processed by a logistic regression model (softmax layer) to produce senone posteriors:

\[
    p(s|x_t) = \frac{\exp(w_{s}^{T}v_{L}^{t} + b_{s}^{T})}{\sum_{s'}\exp(w_{s'}^{T}v_{L}^{t} + b_{s'}^{T})},
\]

where \( w_{s}^{T} \) represents the weights belonging to the output node representing senone \( s \). By performing forced-alignment using a conventional GMM-HMM system, frame-level senone labels are obtained for the training data. The cross-entropy between these ground-truth targets (denoted by the distribution \( p_{GT}(s) \)) and the posteriors in Eq. (2) is often used as an optimization criterion for DNN training:

\[
    C = -\frac{1}{T} \sum_{t=1}^{T} \sum_{s=1}^{N} p_{GT}(s|x_t) \log \left( p(s|x_t) \right).
\]

The DNN parameters are tuned by stochastic gradient descent using error back propagation to minimize (3). For decoding, posteriors generated by the DNN for the test data are first converted to scaled likelihoods using

\[
    p(x_t|s) \sim \frac{p(s|x_t)}{p(s)}
\]

where the statistics \( p(s) \) are collected from the force-aligned training data. A Viterbi decoding on these likelihoods is finally used to produce the recognized hypothesis.

3. DNN adaptation

3.1. Linear Transformations

The simplest and most common method for DNN adaptation is to apply an affine transformation to either the input features, activations of a hidden layer, or the inputs to the softmax layer of the network. In the case of output features, the approach is referred to as Linear Input Network (LIN), and is similar in form to the feature-space MLLR (fMLLR), which is a common adaptation technique for GMMs. Note that in spite of this similarity in form, LIN is fundamentally different from fMLLR in that the parameters of the affine transformation are tuned discriminatively using frame-level senone labels of the adaptation data.

Assuming \( x_t \) to be a context-dependent feature vector (concatenation of multiple consecutive frames), LIN applies an affine transformation of the form,

\[
    y_{t} = W x_{t} + b.
\]

The senone posteriors associated with \( x_t \) are computed based on this transformed representation and compared to the ground truth label obtained from the force-aligned adaptation data. Using the cross-entropy objective function in Eq. (3), and by back-propagating the error to the LIN layer, \( W \) and \( b \) are updated using stochastic gradient descent.

Given the fact that \( x_t \) is a concatenation of features from multiple frames, the transformation matrix is sometimes constrained to be block-diagonal, with the parameters of the diagonal blocks tied together [14]. The resulting adaptation strategy is referred to as feature-discriminative linear regression (fDLR). Note that this is reasonable for speaker adaptation where we are interested in transforming a single feature vector to replace speaker characteristics, and can lead to improvements specially with small adaptation data due to the use of fewer parameters. However, in adaptation for environmental distortions, especially in reverberant environments, context information and the correlations between adjacent frames are important information to be used for adaptation. It is therefore desirable in such cases to use the unconstrained transformation matrix \( W \), although this will require more adaptation data for estimating a larger number of adaptation parameters.

Similar transformations can be applied to the activations of a hidden layer in the network, or the input to the softmax layer. The resulting adaptation strategies are called Linear Hidden Network (LHN) and Linear Output Network (LON), respectively. LHN and LON are equivalent to adding an extra layer with linear activation to the network. LIN, on the other hand, can be considered either as an extra layer appended to the DNN (model adaptation), or simply a transformation on the features (feature-space adaptation).

Although LIN, LHN, and LON are similar in nature, their adaptation capability in different tasks may be quite different depending on the amount of available adaptation data and the nature of the distortion. While the number of adaptation parameters in LHN is determined by the number of nodes in the
hidden layers, LIN and LON parameter sizes are dependent on feature dimension and the total number of senones in the system, respectively. This can influence the amount of adaptation data required for each method.

3.2. Factorized Adaptation

When dealing with noise and channel distortions, the following relationship is often considered between the clean speech feature vector \( x \) and the distorted observation \( y \) (we drop the time index for simplicity)

\[
x = y + g(y, n, h),
\]

where \( g(\cdot) \) is a nonlinear function of the feature vector \( y \), noise factor \( n \), and the channel factor \( h \). In factorized adaptation (FA), we assume a similar relationship for the activations of the last sigmoid layer in the DNN [17]:

\[
\phi^L \approx \phi^{L} + g'(y, n, h),
\]

\( \phi^L \) and \( \phi^{L} \) represent the activations of the last sigmoid layer resulting from the clean and noisy feature vectors, respectively. Borrowing from the idea of Vector Taylor Series (VTS) expansion [19], the nonlinear relationship in Eq. (7) can be approximated by

\[
\phi^L \approx \phi^{L} + Ay + Bn + Ch + d,
\]

where \( A, B \) and \( C \) are the Jacobian matrices of \( g'(\cdot) \) w.r.t. \( y, n \) and \( h \), respectively, and \( d \) is the sum of all constant terms in the VTS expansion.

Assuming we have estimates of the noise and channel components, the adaptation problem consists of estimating the transformation matrices \( A, B, \) and \( C \), as well as the offset vector \( d \). Effectively, we are adding new nodes to the last sigmoid layer whose values are fixed to our prior estimates of \( y, n \) and \( h \). The weights connecting these nodes to the softmax layer (i.e. the values of \( A, B, \) and \( C \) and \( d \)) are tuned by back-propagation to minimize the objective function in Eq. (3).

3.3. Conservative training

The most straightforward way of adapting a DNN is to simply adapt all parameters using a few more passes of retraining on the adaptation data. However, given the small adaptation data size, this will result in overfitting and erases the information learned during training. One approach to prevent this is to force the adapted senone distribution to stay close to the unadapted distribution [15]. To achieve this, the Kullback-Leibler divergence between adapted and unadapted posteriors is added to the optimization criterion:

\[
\mathcal{C} = (1 - \rho)C + \rho \frac{1}{T} \sum_{t=1}^{T} \sum_{s=1}^{N} p_u(s|x_t) \log \frac{p_0(s|x_t)}{p(s|x_t)},
\]

where

\[
p_0(s|x_t) \quad \text{and} \quad p(s|x_t) \quad \text{are senone distributions given by the original and adapted models, respectively. Removing the constants in Eq. (9) (terms depending only on } p_0(s|x_t) \text{), we get the following regularized cost function:}
\]

\[
\mathcal{C} = -\frac{1}{T} \sum_{t=1}^{T} \sum_{s=1}^{N} p_u(s|x_t) \log p(s|x_t),
\]

where

\[
p_{\tilde{u}}(s|x_t) = (1 - \rho)p_{\tilde{0}}(s|x_t) + \rho p_0(s|x_t).
\]

We are thus effectively replacing the ground-truth hard alignments in the original objective function with a smoothed version which is an interpolation between the original alignments and the distribution given by the unadapted model. This results in parameter updates that are less aggressive and thus have a lower risk of erasing previously learned information.

3.4. Supervision in DNN adaptation

The adaptation techniques in all of the discussed methods can either be known in advance (supervised adaptation) or obtained by decoding the data using the unadapted model (unsupervised adaptation). In the unsupervised mode, the adaptation performance is limited by the accuracy of the obtained labels for adaptation data. In spite of this limitation, in tasks such as speaker adaptation, the number of correct labels in the initial decode is often adequate to provide reasonable adaptation performance. However, in the case of environmental mismatch such as noise and reverberation, the initial decode with the unadapted model has a very high error rate and is thus unable to provide a reasonable number of correct senone labels. Furthermore, discriminative estimation of adaptation parameters is known to be more sensitive to the accuracy of the labels compared to the maximum likelihood estimations used for GMMs [20]. As a result, unsupervised DNN adaptation is not able to provide noticeable improvements in scenarios with considerable environmental mismatch. All of the experiments in this paper use supervised adaptation towards a set of transcribed adaptation data.

4. Experiments

4.1. ASR system setup and data

We evaluate the discussed DNN adaptation approaches on the single-channel data from Aspire challenge [21]. The data consists of 10-minute audio files of conversational speech from 30 different speakers recorded using far-field microphones in reverberant and noisy rooms. Half of the utterances from each recording were used as test data and the other half were kept for adaptation. A 100-hour subset of the Fisher English corpus [22] was used as training data. All experiments use a trigram language model trained on the full Fisher corpus transcripts. The speech features are 13-dimensional Mel-frequency Cepstral coefficients (MFCC), with utterance-based Cepstral mean and variance normalization used in all experiments. The input features to the DNN-HMM system are a concatenation of static MFCC vectors from a context window of 11 frames. For the GMM-HMM system, delta and double delta features were used as well, and the concatenated feature vector from 11 context frames was further transformed by Linear Discriminant Analysis (LDA) to a 40-dimensional feature vector. The Kaldi speech recognition toolkit [23] was used for training the GMM-HMM system, with a total number of 100k Gaussians and 7716 senones. We use a DNN with 6 hidden layers and 2048 nodes in each layer (~37M parameters). The gradient descent optimizations (both for DNN training and adaptation) use a mini-batch size of 256. The DNN training uses 50 epochs with a learning rate of 0.08 for the first 25 epochs and 0.04 for the rest. The following table shows the word error rates of the baseline GMM-HMM and DNN-HMM systems. For comparison, we also report the results obtained by using unsupervised fMLLR adaptation for the GMM models. The clean-trained (unadapted) DNN-HMM system outperforms the GMM-HMM system by an absolute error difference of 12.0%, and even performs slightly better than fmllr-adapted GMM models.
4.2. DNN Adaptation results

In this section, we report the recognition results obtained by adapting the clean-trained DNN model to the adaptation utterances selected from Aspire challenge data. For each 10-minute recording, a set of adaptation parameters were estimated based on half of the utterances in the recording (or a subset of them), and used to decode the rest of the utterances. All of the experiments use 10 passes of adaptation data with a minibatch size of 256 and a fixed learning rate of 0.001. In all of the reported results, LHN-\(i\) refers to a linear hidden network added after \(i\)'th layer in the network. The transformation matrices in LIN, LHN and LON were initialized as identity matrices, and the biases as zero vectors. For factorized adaptation (FA), compensation matrices \(A\) and \(B\) were initialized as zero matrices (we do not use the channel factor). The average feature vector from the first 3 frames of each utterance was used as noise estimate in FA (this assumes a stationary noise across the utterance). Alternatively, more sophisticated strategies such as sparse decomposition [24] can be used to estimate the noise factor.

Fig. 1 compares the word error rates provided by the discussed adaptation strategies using different amounts of adaptation data. The dashed line represents the performance of the unadapted DNN model. It is observable that the discussed adaptation strategies can provide significant performance gains compared to the clean model. Using the full adaptation dataset, the relative WER improvements range from 16.6% (for LHN-1) to 3.0% (for FA). LIN and LHN have provided the largest overall improvements, particularly when adequate adaptation data is available. LON, on the other hand, has resulted in smaller improvements. This is mainly due to the large output layer size of the DNN (7716 targets), which results in a LON transformation matrix with a very large number of parameters which cannot be reliably estimated using the limited adaptation data. For comparison, we have also included the results obtained by unregularized adaptation of the DNN parameters (\(\rho = 0\)), which, as expected, results in a poor performance. It is interesting to observe that in this case, increasing the adaptation data size from 5 to 20 actually harms the recognition accuracy. This is because without regularization, it is possible to erase previously learned information by overfitting. While a small adaptation set is less capable of causing this with only 10 passes of adaptation data, a larger adaptation set results in a more noticeable forgetting of previously learned information. This shows the importance of adding the KLD regularization term (nonzero value for \(\rho\)).

Considering the superior performance of linear input and hidden transforms in Fig. 1, we did a set of experiments to identify the best position in the network for inserting the adaptation layer. Fig. 2 shows the WERs of LIN and the different types of LHN. Regardless of adaptation size, LHN-1 (i.e. a hidden transform right after the first layer) results in the lowest error rate. The better performance of LHN-1 can be attributed to the function of the first sigmoid layer. The nonlinear processing in the first layer appears to remove some of the nonlinear environmental distortions, better enabling LHN to compensate for the remaining mismatch through a linear transformation. But as we move the LHN layer further up in the network, the internal representations become more complex functions of the speech features and the underlying distortion, making it more difficult for a linear transformation to compensate the mismatch.

5. Conclusions

We have studied DNN acoustic model adaptation for improved robustness in far-field ASR. It was shown that by discriminatively estimating a set of adaptation parameters based on a small adaptation data collected from the target environment, significant gains can be achieved in recognition accuracy. Different forms of linear transformations as well as factorized and KLD-regularized adaptation were considered. In experiments on Aspire challenge data, relative WER improvements of 16.6%, 15.0%, 3.0% and 5.1% were achieved for LHN-1, LIN, FA, and KLD-regularized adaptation. Linear transformations closer to the input layer provided consistently better results compared to the other methods. Note that the first few layers of a DNN are often considered to be feature processors generating robust invariant representations for the higher layers (which convert these representations to more discriminative features for the logistic regression model in the output). Therefore, the better performance of LIN and LHN-1 suggests that for DNN-HMM systems, improved features is still an important aspect of robust recognition. But instead of designing independent feature processing algorithms analytically, discriminative information from the DNN back-end should be incorporated into the feature processing mechanism. LIN and LHN-1 can be considered as simple examples implementing this kind of approach.

<table>
<thead>
<tr>
<th>Acoustic Model</th>
<th>WER(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GMM-HMM</td>
<td>74.4</td>
</tr>
<tr>
<td>GMM-HMM (+iMLLR)</td>
<td>62.9</td>
</tr>
<tr>
<td>DNN-HMM</td>
<td>62.4</td>
</tr>
</tbody>
</table>

Table 1: Baseline WERs in mismatched condition

Figure 1: Comparison of ASR performance using different adaptation strategies and different adaptation data sizes. The dashed line indicates performance of the unadapted model.

Figure 2: Comparison of ASR performance for different positions of the linear transformation layer in the DNN.
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