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Abstract

Arabic is a language with great dialectal variety, with Modern Standard Arabic (MSA) being the only standardized dialect. Spoken Arabic is characterized by frequent code-switching between MSA and Dialectal Arabic (DA). DA varieties are typically differentiated by region, but despite their wide-spread usage, they are under-resourced and lack viable corpora and tools necessary for speech recognition and natural language processing. Existing DA speech corpora are limited in scope, consisting of mainly telephone conversations and scripted speech.

In this paper we describe our efforts for using crowdsourcing to create a labeled multi-dialectal speech corpus. We obtained utterance-level dialect labels for 57 hours of high-quality audio from Al Jazeera consisting of four major varieties of DA: Egyptian, Levantine, Gulf, and North African. Using speaker linking to identify utterances spoken by the same speaker, and measures of label accuracy likelihood based on annotator behavior, we automatically labeled an additional 94 hours. The complete corpus contains 850 hours with approximately 18% DA speech.
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1. Introduction

Arabic as a language consists of numerous varieties. Modern Standard Arabic (MSA) is the standardized dialect of news media and schooling, and the varieties of Dialectal Arabic (DA) that characterize day-to-day usage can be very roughly categorized into four broad categories based on region of usage: Egyptian, Levantine, Gulf, and North African. Using speaker linking to identify utterances spoken by the same speaker, and measures of label accuracy likelihood based on annotator behavior, we automatically labeled an additional 94 hours. The complete corpus contains 850 hours with approximately 18% DA speech.

2. Speech Data

The Qatar Computing Research Institute (QCRI) has worked closely with Al Jazeera to develop a transcription queue which allows journalists and editors at Al Jazeera to choose episodes to be automatically transcribed by the QCRI Advanced Transcription System (QATS) [13]. All videos processed by QATS appear on Al Jazeera’s Arabic site aljazeera.net. The transcriptions have been formatted into SRT and DFXP subtitles and have been uploaded to the Brightcove video platform. The audio which makes up the corpus in the current study was pulled from videos in the transcription queue in the time period between June 2014 and January 2015, with an average of 33 videos per day. In total there were more than 8500 video files which contain approximately 850 hours of speech. The audio is a mix of programs, reports, and conversational debates. The data is 44KHz with the highest quality which has been uploaded directly from Al Jazeera to Brightcove. After downloading the video files, we ran ffmpeg to downsample to 16KHz, and then ran each audio file through a pre-processing pipeline before submitting it to annotators.

The pre-processing stage consisted of the following steps:
First, for each episode, we ran Voice Activation Detection (VAD) to remove as many non-speech segments (such as music or white noise) as possible. Then, speaker diarization was performed to determine who speaks when, and to assign each segment a speaker ID. All the aforementioned data pre-processing was carried out using LIUM SpkDiarization [14]. The output from LIUM segmentation is typically small chunks of audio files containing information about speaker ID, speaker gender and duration of utterance.

2.1. Segmentation and Speaker Linking
As a result of processing the data using LIUM, the audio was split into 167,000 segments. Then, we ran a second step in which we concatenated consecutive segments from the same speaker if a one-second or less period of silence or non-speech separated them. The aim of this step was to reduce the number of segments to submit for manual labeling. At this stage, we also discarded any segment less than three seconds as we felt dialect assessment would be too difficult for the annotator in such a short span of time. After concatenation, 121,000 segments remained. These 121,000 represent the "Expanded" data set which contains every utterance.

LIUM also provided speaker linking information in which different speech segments produced by the same speaker were assigned to the same ID within the same file. From the 121,000 segments, two segments per speaker per video were selected, typically first and last segments, resulting in a total of 47,696 segments of unknown dialects to be labeled by human annotators. This subset represents the "Sample" data set. The assumption was that labels for the Sample set can be generalized to segments from the same speaker in the Expanded data set. The crowdsourced labeling of the Sample set is described in Section 3 and the process of expansion of the Sample set to the Expanded set is evaluated in Section 5.

3. Crowdsourced Task
Crowdsourced classifications were obtained via CrowdFlower (henceforth CF) [15], a service that utilizes various worker channels including other microworking and rewards sites. Workers can also be targeted by country of user origin. The service also employs optional verification stages in which gold standard data can be used to verify contributor answers as they are submitted. Additionally, it also makes use of a dynamic judgment system in which more annotators are recruited for unclear examples of DA. Pilot testing confirmed that the gold standard items were appropriately unambiguous.

Live quality control was accomplished in two ways. First, CF optional Quiz Mode was engaged, which required contributors to answer five gold standard items before entering the main portion of the task. Second, for every five items, contributors were presented with a gold standard item that was not discernible from the task items. Contributors had to maintain an accuracy of at least 65% on these hidden gold standard items or else their participation in the task was ended. Although this cutoff point may appear too forgiving, pilot work showed that spammy annotators had an average accuracy of 31% on test questions whereas the remainder of annotators had an average of 94% accuracy. In addition to utilizing live quality control, efforts were also made to reduce the amount of data with low inter-annotator agreement.

3.2. Development of quality measures
Existing CF quality control options were utilized to reduce the amount of noisy data and post-crowdsourcet cleanup necessary. Twenty-five audio files were manually annotated to create a gold standard data set in order to use CF automatic quality control. These files were selected to be unambiguous and clear, and the answers distributed across categories with little potential for dispute, such as non-speech, non-Arabic, MSA, in addition to clear examples of DA. Pilot testing confirmed that the gold standard items were appropriately unambiguous.
3.3. Contributor Demographics

A total of 2,053 users contributed to the labeling task, with 39% of contributors hailing from Egypt, the single highest country by contributor count. Complete contributor counts by country are shown in Table 2. In comparing the numbers of contributors based on their dialect group, North African speakers contributed the highest total percentage to the task. Lowest participation by number of contributors was from countries in the Gulf. Percentages of total contributors per dialect group are shown in the map in Figure 1.

<table>
<thead>
<tr>
<th>Country</th>
<th>GCC</th>
<th>North Africa</th>
<th>Middle East</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Egypt</td>
<td>795</td>
<td>153</td>
<td>248</td>
<td>305</td>
</tr>
<tr>
<td>Algeria</td>
<td>422</td>
<td>101</td>
<td>120</td>
<td>191</td>
</tr>
<tr>
<td>Tunisia</td>
<td>303</td>
<td>79</td>
<td>89</td>
<td>135</td>
</tr>
<tr>
<td>Jordan</td>
<td>177</td>
<td>56</td>
<td>59</td>
<td>112</td>
</tr>
<tr>
<td>Morocco</td>
<td>117</td>
<td>12</td>
<td>23</td>
<td>91</td>
</tr>
</tbody>
</table>

Table 2: Contributor count by country

Note in Figure 1 that although the Gulf region is a large multi-national group, it contributed a minority of the participants. Potential implications for this and other contributor origin-related phenomena are discussed in the following section.

4. Dialect perception

Although the aim of this paper is primarily concerned with resource improvement and data collection through crowdsourcing, insights on human perception were also investigated based on contributor behavior. We considered the possibilities of annotator bias during the process of labeling, and explored implications of labels which regularly co-occurred.

4.1. Contributor bias

Overall, of the four major DA varieties, labels assigned to Egyptian had the overall highest average confidence value and labels for Gulf exhibited the lowest average confidence value. Percentages for confidence values for items are shown by label in Figure 2. Items were binned according to three confidence thresholds: less than 50% confidence, between 50% and 75% confidence, and finally above 75%.

<table>
<thead>
<tr>
<th>Threshold</th>
<th>Minimum contributors</th>
<th>Maximum contributors</th>
<th>% items above 70% confidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>70%</td>
<td>3</td>
<td>4</td>
<td>79%</td>
</tr>
<tr>
<td>75%</td>
<td>3</td>
<td>7</td>
<td>89%</td>
</tr>
<tr>
<td>75%</td>
<td>3</td>
<td>9</td>
<td>92%</td>
</tr>
</tbody>
</table>

Table 1: Percentage of high-confidence answers for 500 segments annotated with three dynamic judgment options

As for the relation between annotator origin and label assigned, Zaidan and Callison-Burch [16] present evidence of annotator bias in a task identifying dialectal content in text mined from comments on on-line news articles. They found that annotators were biased towards selecting their own native dialect when asked to provide dialect judgments. Thus, Egyptian speakers often mistakenly annotated non-Egyptian comments as being Egyptian, Levantine speakers over-annotated sentences as Levantine, and so forth. This raises the question of the current study: Is there any evidence that contributors were biased towards selecting their own dialect when presenting with speech of unknown origin? To determine this, we also presented annotators with twenty-five manually-annotated items per DA category to compare behavior across origins of annotator.

Recall that a label is assigned to an item based on the judgments of several annotators and in the event an item exhibited low inter-annotator agreement, more annotators would automatically be obtained to provide additional judgments. Each label then is the product of judgments from 3-9 different annotators. However, what was the cause of low agreement in the first place, and was there a pattern to contributor disagreement? To investigate the rates of confusability between dialects and the amount of ambiguity which led to high competition between multiple dialect judgments for one item, we counted each judgment provided to each label. Percentages are shown in Table 3.

Results suggest that Egyptian is easily distinguished from other varieties of DA, likely due to its wide-spread representation in media consumed throughout the Arabic-speaking world.

Figure 2: Distribution of confidence by dialect

4.2. Interdialectal confusability

Recall that a label is assigned to an item based on the judgments of several annotators and in the event an item exhibited low inter-annotator agreement, more annotators would automatically be obtained to provide additional judgments. Each label then is the product of judgments from 3-9 different annotators. However, what was the cause of low agreement in the first place, and was there a pattern to contributor disagreement? To investigate the rates of confusability between dialects and the amount of ambiguity which led to high competition between multiple dialect judgments for one item, we counted each judgment provided to each label. Percentages are shown in Table 3.

Results suggest that Egyptian is easily distinguished from other varieties of DA, likely due to its wide-spread representation in media consumed throughout the Arabic-speaking world.

Figure 1: Map of contributor origin by dialect group
This interpretation is consistent with the high confidence values for EGY labels as shown in 2. Although the GLF label exhibits the highest percentage of competition between GLF judgments and MSA when compared to other DA varieties (20.2% of GLF labels contained MSA judgments, whereas 15.8 ± 2.2% of EGY, LEV and NOR labels contained MSA judgments), a chi-square test of independence shows this difference was not significant ($\chi^2(1)=0.91, p=0.3$).

5. Expansion Results

Recall that the annotated audio set was a subset of the larger audio set. In the process of linking annotated Sample files to the Expanded set in order to generalize contributor judgments, we explored three possible confidence threshold levels for expansion. First, we started with no threshold. All Sample items were eligible for expansion, and whatever answer was selected based on highest inter-annotator agreement and contributor trust was linked to the other files in the Expanded set. The second threshold was set at 50% confidence. At this threshold, any item with at least 50% confidence contributed dialect labels to the files it was linked to in the Expanded set. Items with less than 50% confidence were discarded. Finally, the strictest threshold was the 75% confidence level.

5.1. Validating the expansion process

In order to compare the three possible thresholds of expansion, a sample of randomly-selected previously-unseen 200 items per confidence threshold per dialect from the expanded sets were submitted to CF for manual annotation. The purpose of this was to determine if propagating labels from the Sample set to the Expanded set resulted in accurate labels. Table 4 shows the results of manual annotation of the selected sample of items from each confidence threshold. Common sense would predict that discarding items which were labeled with low confidence values even after multiple additional annotators improves the total percentage of dialect data during the expansion process, and the manually annotated results confirm this: the total percentage of predicted dialect increases as the confidence threshold becomes more restrictive.

However, as shown in Table 4, given that even a strict threshold of 75% doesn’t produce full coverage of the predicted dialect, a question presents itself: what other speech is contained in the files and what makes it so easily confused with the predicted dialect?

5.2. Codeswitching

In looking at the results of the highest confidence threshold and the manually annotated dialect labels versus the expected dialect labels, it is clear that using an sample-expansion system doesn’t result in completely generalizable labels. However, a closer look reveals that this could be due to the nature of codeswitching. Arabic as a language is characterized by frequent bi-dialectal codeswitching, meaning a speaker alternates between their native dialect and MSA [17]. Because of this fact, much of the remaining percentage of expected dialect data is in fact MSA, as shown in Table 5. (Remaining percentages belonged to Non-Arabic and Non-Speech categories.)

<table>
<thead>
<tr>
<th>Confidence threshold</th>
<th>Expected Dialect</th>
<th>Hours linked</th>
<th>Confirmed % of sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>EGY 32h 59m</td>
<td>17%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GLF 27h 11m</td>
<td>25%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LAV 55h 42m</td>
<td>19%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NOR 27h 02m</td>
<td>16%</td>
<td></td>
</tr>
<tr>
<td>50%</td>
<td>EGY 31h 31m</td>
<td>36%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GLF 22h 17m</td>
<td>39%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LAV 50h 30m</td>
<td>31%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NOR 24h 32m</td>
<td>36%</td>
<td></td>
</tr>
<tr>
<td>75%</td>
<td>EGY 26h 37m</td>
<td>65%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GLF 12h 30m</td>
<td>41%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LAV 38h 49m</td>
<td>53%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NOR 18h 24m</td>
<td>69%</td>
<td></td>
</tr>
</tbody>
</table>

This paper presents our efforts to create a multi-dialectal corpus of Arabic speech using audio from Al Jazeera. We showed that using CrowdFlower to label samples from each speaker at the beginning and end of an audio segment results in labels for all of that speaker’s speech and that results are suggestive of a regular practice of code-switching between one’s native dialect and MSA. The corpus has been automatically transcribed, and utterances determined as DA have also begun to be manually transcribed using crowdsourcing.

6. Conclusions and Future Research

For speakers whose samples were labeled as a particular DA variety, the majority of their speech was indeed in that variety, with a minority being in MSA. The exception to this is the Gulf variety. It is therefore possible that Gulf speakers in the corpus used more MSA in their speech than their native dialect, but a comprehensive account of the differences in codeswitching for different DA varieties is warranted.

This paper presents our efforts to create a multi-dialectal corpus of Arabic speech using audio from Al Jazeera. We showed that using CrowdFlower to label samples from each speaker at the beginning and end of an audio segment results in labels for all of that speaker’s speech and that results are suggestive of a regular practice of code-switching between one’s native dialect and MSA. The corpus has been automatically transcribed, and utterances determined as DA have also begun to be manually transcribed using crowdsourcing.
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