Abstract: This paper describes an algorithm which enables harmonic and noise splitting of the glottal excitation of voiced speech. The algorithm utilizes a straightforward harmonic and noise splitter which is utilized prior to glottal inverse filtering. The results show improved estimates of the glottal excitation in comparison to a known inverse filtering method.
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I. INTRODUCTION

Since the glottal volume velocity waveform serves as the source of (voiced) speech, it has an essential role in the production of several acoustical phenomena such as the regulation of vocal intensity [1], voice quality [2], the production of different vocal emotions [3] and voice pathologies detection related to vocal fold changes [4]. Therefore, accurate analysis and parameterization of the glottal pulseform is beneficial in several areas of speech science including both healthy and disordered voices. In this paper, two techniques are combined to yield an algorithm that estimates the harmonic and noise components of the glottal pulse. These techniques decompose the signal into a harmonic and noise component and gives rise to better glottal pulse estimations. This new algorithm was tested with synthetic and natural voices in order to characterize the algorithm behavior against an acoustic diversity.

II. METHODS

A. Algorithm overview

The main goal of the study is to develop an algorithm that splits the waveform of the estimated glottal airflow into a harmonic and a noise component. The block diagram of the method is shown in Fig. 1.

First (block 1), the speech pressure signal is divided into a harmonic and a noise component [5]. Secondly (block 2), the obtained harmonic component of the speech signal, denoted by \( h(n) \) in Fig. 1, is used as an input to glottal inverse filtering which yields an estimate of the vocal tract inverse filter (an FIR filter), denoted by \( V(z) \) in Fig. 1. Inverse filtering is computed with a previously developed automatic algorithm, Iterative Adaptive Inverse Filtering (IAIF) [6]. Thirdly, this FIR filter is used in order to cancel the effects of the vocal tract from three signals: both from the harmonic and noise components obtained from the harmonic-noise splitter, and from the original speech pressure waveform. By further canceling the lip radiation effect using an integrator whose transfer function is simply given by \( H(z)=1/(1-0.99z^{-1}) \), three glottal signals are obtained: the glottal pulse harmonic component, the glottal pulse noise component, and the glottal pulse, which are denoted in Fig. 1 by \( g_h(n) \), \( g_n(n) \), and \( g(n) \), respectively. Equations (1) to (4) express the resulting signals in Fig. 1.

\[
\begin{align*}
\text{s(n)} &= \text{h(n)} + \text{r(n)} \\
\text{g(n)} &= \text{v(n)} * \ell(n) * [\text{h(n)} + \text{r(n)}] \\
\text{g(n)} &= \text{v(n)} * \ell(n) * \text{h(n)} + \text{v(n)} * \ell(n) * \text{r(n)} \\
\text{g(n)} &= g_h(n) + g_n(n)
\end{align*}
\]

The parameters \( v(n) \) and \( \ell(n) \) denote the impulse response of the inverse model of the vocal tract and lip radiation effect, respectively. Equation (1) represents the harmonic-noise model, which serves as the basis for the harmonic-noise splitter. Inverse filtering is represented by equation (2). Equations (3) and (4) show that the glottal excitation consists of harmonic and noise components.

The harmonic-noise splitter is based on a model of the harmonic structure of speech, which is parameterized in frequency, magnitude and phase [5]. The block diagram of the harmonic-noise splitter is depicted in Fig. 2.
signal is transformed into the frequency domain using an Odd-Discrete Fourier Transform (ODFT) [7]. ODFT is obtained by shifting the frequency index of the Discrete Fourier Transform (DFT) by half a bin:

\[
X(k) = \sum_{n=0}^{N-1} x(n) e^{-j \frac{2\pi}{N} kn}, \quad k = 0, 1, \ldots, N-1
\]  

where the time-domain input signal is denoted by \(x(n)\) and the frame length is \(N\). If \(x(n)\) is real, this frequency shift makes the DFT samples above \(\pi\) a perfect mirror (in the complex conjugate sense) of the DFT samples below \(\pi\). A peak picking algorithm is used to estimate the harmonics of the ODFT amplitude spectrum. Next, the frequency, magnitude and phase of each harmonic are extracted (block 2) [7]. These parameters are then used to synthesize the spectrum of the harmonic structure of the input signal \(s(n)\) (block 3). The spectrum of each individual sinusoid is synthesized using the parameters extracted from that harmonic.

The synthesized harmonic structure is subtracted from the signal \(s(n)\) and the result is regarded as the noise component. The spectra of both components are inverse transformed in order to get time-domain representations for the components (blocks 4 and 5).

### B. Performance assessment

Experiments were conducted by using both synthetic and natural vowels. The estimated glottal excitation waveforms were parameterized with two known parameters: the Normalized Amplitude Quotient (NAQ) and the difference (in dB) between the amplitudes the first and second harmonic (DH12). The NAQ parameter is a time-based parameter that is extracted for each glottal pulse and it measures the pressedness of phonation from the ratio of the peak-to-peak flow and the negative peak amplitude of the flow derivative [8]. The DH12 parameter is a frequency domain quantity and it measures the decay of the voice source spectrum [9]. Both parameters are independent of time and amplitude shifts. The relative error was used for NAQ since this parameter is a time-domain quantity that is typically measured on the linear scale and the absolute error was used for DH12 because this parameter is typically expressed in the dB scale.

A synthesizer based on the source-filter and harmonic-noise models was used to generate a set of test vowels. The source generation was based on Liljencrants-Fant (LF) model [10]. The fundamental frequency \(F_0\) was varied from 100 Hz up to 400 Hz with an increment of 10 Hz, in order to mimic both male and female speech. For each pitch, several vowel instances were generated by varying HNR from 9 dB up to 21 dB with an increment of 1 dB. The HNR is acquired as:

\[
HNR = 10 \times \log_{10} \left( \frac{E_h}{E_r} \right)
\]  

where \(E_h\) and \(E_r\) denote, respectively, the energy of the harmonic component and the noise component of synthetic speech.

The values of the LF model were selected according to Gobl [11] in order to involve three different phonation types (breathy, normal and pressed). The vocal tract filter was adjusted to synthesize the vowel [a] (F1= 664 Hz, F2=1027 Hz, F3=2612 Hz). All the data were generated using the sampling frequency of 22.05 kHz.

In the second experiment, a database that included 39 sustained waveforms of the vowel [a] uttered by 13 subjects (7 males, 6 females) using breathy, normal and pressed phonation was used. The data were sampled with 22,050 kHz and a resolution of 16 bits. From these signals, the most stable segments with duration of 200 ms were selected for the voice source analysis.

### III. RESULTS

#### A. Experiments with synthetic voices

This section presents the results that were obtained for synthetic voices when the glottal source was estimated with IAIF and the proposed method. The NAQ error and DH12 error were determined separately for each phonation type. In order to compress the results, a set of ranges were defined for \(F_0\) and HNR and the individual values obtained inside these ranges were pooled together. For \(F_0\), the following three ranges were used: 100-200 Hz, 210-300 Hz, and 310-400 Hz. The first two ranges correspond to typical pitch used by males and females, respectively. The third range represents \(F_0\) values typical in voices produced by children. For HNR, the following three categories were used: 9-15 dB, 16-21 dB, and 22-27 dB. The first of these is typical for pathological voices while the second is characteristic to normal speech [12]. The last HNR range is related to voices which are highly periodic with a small amount of noise, such as the singing voice [13]. For each phonation type, the results are organized in tables that show the performance of NAQ or DH12 for the selected \(F_0\) and HNR ranges.

Tables 1 and 2 show that the proposed algorithm yields smaller DH12 errors for all the \(F_0\) and HNR combinations analysed from pressed vowels. The mean NAQ error was smaller with the proposed method also for all the \(F_0\) and HNR combinations except for three
cases (F0 ranges 210-300 Hz and 310-400 Hz combined with HNR range of 16-21 dB; F0 range 310-400 Hz combined with HNR range 22-27 dB).

Table 1: NAQ mean relative error (in percentage) for IAIF and the proposed method in the analysis of pressed synthetic voices.

<table>
<thead>
<tr>
<th>F0 (Hz)</th>
<th>IAIF HNR (dB)</th>
<th>Prop. Meth. HNR (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100-200</td>
<td>27.8 14.8 22.6</td>
<td>13.0 11.2 15.5</td>
</tr>
<tr>
<td>210-300</td>
<td>52.8 27.5 75.6</td>
<td>21.2 38.4 60.4</td>
</tr>
<tr>
<td>310-400</td>
<td>64.7 68.9 131.3</td>
<td>55.9 101.1 151.0</td>
</tr>
</tbody>
</table>

Table 2: DH12 mean absolute error (in dB) for IAIF and the proposed method in the analysis of pressed synthetic voices.

<table>
<thead>
<tr>
<th>F0 (Hz)</th>
<th>IAIF HNR (dB)</th>
<th>Prop. Meth. HNR (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100-200</td>
<td>4.6 1.4 0.8</td>
<td>1.0 0.5 0.4</td>
</tr>
<tr>
<td>210-300</td>
<td>14.3 3.6 4.0</td>
<td>4.7 2.4 2.0</td>
</tr>
<tr>
<td>310-400</td>
<td>15.0 15.1 7.8</td>
<td>12.3 4.7 5.9</td>
</tr>
</tbody>
</table>

Tables 3 and 4 indicate that the proposed method yielded smaller errors for all the F0 and HNR ranges in the NAQ measurements in modal phonation.

Table 3: NAQ mean relative error (in percentage) for IAIF and the proposed method in the analysis of modal synthetic voices.

<table>
<thead>
<tr>
<th>F0 (Hz)</th>
<th>IAIF HNR (dB)</th>
<th>Prop. Meth. HNR (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100-200</td>
<td>38.2 21.3 9.3</td>
<td>14.2 8.0 4.7</td>
</tr>
<tr>
<td>210-300</td>
<td>68.9 38.2 16.7</td>
<td>24.4 11.4 10.8</td>
</tr>
<tr>
<td>310-400</td>
<td>68.5 54.5 36.5</td>
<td>38.3 24.0 28.0</td>
</tr>
</tbody>
</table>

Table 4: DH12 mean absolute error (in dB) for IAIF and the proposed method in the analysis of modal synthetic voices.

<table>
<thead>
<tr>
<th>F0 (Hz)</th>
<th>IAIF HNR (dB)</th>
<th>Prop. Meth. HNR (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100-200</td>
<td>7.2 0.9 0.8</td>
<td>1.6 1.4 0.7</td>
</tr>
<tr>
<td>210-300</td>
<td>15.7 6.4 3.8</td>
<td>5.4 1.0 1.9</td>
</tr>
<tr>
<td>310-400</td>
<td>9.4 16.3 11.9</td>
<td>16.9 4.0 2.9</td>
</tr>
</tbody>
</table>

For the DH12 error, the proposed method yielded larger distortion than IAIF only in two cases (F0 range of 100-200 Hz combined with the HNR range of 16-21 dB; F0 range of 310-400 Hz combined with HNR range of 9-15 dB).

Tables 5 and 6 show results from breathy voices that are in line with those observed for modal phonation: the mean NAQ error is smaller for the proposed method for all the F0 and HNR categories analysed and the mean DH12 error was also smaller with the proposed algorithm in comparison to IAIF for all the F0 and HNR combinations except for few cases (F0 range of 100-200 Hz combined with the HNR ranges of 16-21 dB and 22-27 dB; F0 range of 210-300 Hz combined with HNR range of 22-27 dB).

Table 5: NAQ mean relative error (in percentage) for IAIF and the proposed method in the analysis of breathy synthetic voices.

<table>
<thead>
<tr>
<th>F0 (Hz)</th>
<th>IAIF HNR (dB)</th>
<th>Prop. Meth. HNR (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100-200</td>
<td>56.9 37.0 16.5</td>
<td>25.8 11.6 12.0</td>
</tr>
<tr>
<td>210-300</td>
<td>77.9 68.2 23.9</td>
<td>46.9 17.9 13.3</td>
</tr>
<tr>
<td>310-400</td>
<td>83.8 80.7 45.8</td>
<td>54.4 31.6 18.9</td>
</tr>
</tbody>
</table>

Table 6: DH12 mean absolute error (in dB) for IAIF and the proposed method in the analysis of breathy synthetic voices.

<table>
<thead>
<tr>
<th>F0 (Hz)</th>
<th>IAIF HNR (dB)</th>
<th>Prop. Meth. HNR (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100-200</td>
<td>9.8 4.6 2.4</td>
<td>5.3 5.1 4.3</td>
</tr>
<tr>
<td>210-300</td>
<td>32.8 24.3 4.5</td>
<td>15.7 6.7 5.5</td>
</tr>
<tr>
<td>310-400</td>
<td>21.0 28.2 13.3</td>
<td>20.8 9.1 5.7</td>
</tr>
</tbody>
</table>

In summary, the results obtained for the synthetic vowels show that the proposed method yields smaller mean NAQ and DH12 errors for the majority of the sounds analyzed. In particular, we highlight that the proposed method yields improved estimation accuracy in conditions with large amount of noise and for high-pitch voices. This accuracy improvement depends on the phonation type being more pronounced for modal voices.

B. Experiments with natural voices

Results computed from natural speech are shown in the form of time-domain waveforms by involving both the harmonic and the noise component yielded by the novel inverse filtering method.

Figures 3 and 4 show waveforms computed from utterances produced by a male and female speaker, respectively. From both of these figures one can observe that the harmonic component is smoother than the glottal excitation waveform. In addition, low frequency fluctuations are not present in the harmonic component and the noise component indicates amplitude perturbations at the instants of glottal closure.

IV. DISCUSSION

Results obtained with synthetic voices show that the proposed method improves the estimation of the glottal waveform. The harmonic component given by the new algorithm is a more accurate estimate of the glottal source because the method is able to suppress the influence of noise which is always present in natural speech, particularly in pathological voices. The behavior of both algorithms was tested as a function of the noise level and fundamental frequency. The proposed method also
Fig. 3: Glottal excitation (top), its harmonic (middle) and noise (bottom) components estimated with the proposed method. A natural vowel [a] produced by a male speaker was used. The noise waveform is magnified 3 times for visual clarity.

Fig. 4: Glottal excitation (top), its harmonic (middle) and noise (bottom) components estimated with the proposed method. A natural vowel [a] produced by a female speaker was used. The noise waveform is magnified 3 times for visual clarity.

enables joint estimation of the harmonic and noise components of the glottal waveform.

Drawbacks of the proposed method are due to the harmonic-noise splitter, which may pass noise to the harmonic component and itself is also sensitive to the noise level.

V. CONCLUSION

In this article, a method to estimate the glottal excitation based on a known automatic inverse filtering method, IAIF, and a harmonic-noise splitter was proposed. The new method was compared with IAIF in the estimation of the glottal excitation using experiments with both synthetic and natural vowels.

The proposed method enables joint estimation of the harmonic and noise components of the glottal waveform. These components may be used in the evaluation of pathological voices since the separation enables characterizing the vocal folds dynamics as a function of noise produced in the speech production process. In addition, the noise component estimated by the proposed method can be used in speech technology in order to improve the naturalness of synthetic speech.
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