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Abstract
This paper reports on an experiment, whose goal it was to explore the relevance of both acoustic and visual cues for signaling ‘negative’ or ‘affirmative’ feedback in a conversation. Using the WaveSurfer software developed at CTT, the stimuli were created by orthogonally varying 6 parameters (4 visual and 2 acoustic ones), which always had two settings: one which was hypothesised to lead to affirmative feedback responses, and one which was hypothesised to lead to negative responses. Listeners were told that they were going to see and hear a series of exchanges between a talking head, representing a travel agent, and a human who wants to make a booking with the agent. They had to imagine that they were standing beside the human, and they were witnessing a fragment of a longer dialogue exchange. Their task was to rate this fragment in terms of whether the agent signals that he understands and accepts the human utterance, or whether the agent signals that he is uncertain about the human utterance. Results show that listeners are sensitive to both the visual and acoustic features when judging the utterances in terms of their function as feedback signals. Four of the six parameters had significant influence on the judgements, with Smile and F0 as the most prominent, followed by Eyebrow and Head_movement. Eye_closure and Delay contributed only marginally to the judgements but the tendency was in the expected direction.

1. Introduction
One of the central claims in many theories of conversation is that dialogue partners seek and provide evidence about the success of their interaction (Clark and Schaeffer 1989; Traum, 1994; Brennan, 1990). That is, conversants tend to follow a proof procedure to check whether their utterances were perceived as more prominent than syllables without the movement. In addition, other research on multimodal cues for prominence (House et al. 2001; Krahmer et al., submitted) has shown that there may be subtle interactions between visual and prosodic modalities on subjects’ perception of spoken stimuli, so that it may also be the case that prosodic and visual cues interact when used for backchanneling (see also Massaro et al. 1996).

The goal of the current paper is to gain more insight into the relative importance of specific prosodic and visual parameters for giving feedback on the success of the interaction. In the research presented below, use is made of a talking head whose prosodic and visual features are manipulated to synthesize convincing affirmative and negative cues.

One interesting question, for instance, is what the strength relation is between the potential prosodic and visual cues. The interaction between acoustic intonational gestures (F0) and eyebrow movements has been studied in production in e.g. Cavé et al (1996). A preliminary hypothesis is that a direct coupling is very unnatural, but that prominence and eyebrow movement may co-occur. In an experiment investigating the contribution of eyebrow movement to the perception of prominence in Swedish (Granström et al. 1999), words and syllables with concomitant eyebrow movement were perceived as more prominent than syllables without the movement. In addition, other research on multimodal cues for prominence (House et al. 2001; Krahmer et al., submitted) has shown that there may be subtle interactions between visual and prosodic modalities on subjects’ perception of spoken stimuli, so that it may also be the case that prosodic and visual cues interact when used for backchanneling (see also Massaro et al. 1996).

The goal of the current paper is to gain more insight into the relative importance of specific prosodic and visual parameters for giving feedback on the success of the interaction. In the research presented below, use is made of a talking head whose prosodic and visual features are manipulated to synthesize convincing affirmative and negative backchanneling signals.

2. Method
2.1. Stimuli
The stimuli consisted of an exchange between a human, who was intended to represent a client, and the face, representing a travel agent. An observer of these stimuli could only hear the client’s voice, but could both see and hear the face. The human utterance was a natural speech recording and was exactly the same in all exchanges, whereas the speech and the facial expressions of the travel agent were synthetic and variable.

The fragment that was manipulated, always consisted of the following two utterances:

- Utterance 1: “I was just wondering about the flights from Amsterdam to Stockholm on the 15th of August.”
- Utterance 2: “I’m afraid there is no flight available on that date. However, there is a flight available on the 16th.”

Listeners were told that they were going to see and hear a series of exchanges between a talking head, representing a travel agent, and a human who wants to make a booking with the agent. They had to imagine that they were standing beside the human, and they were witnessing a fragment of a longer dialogue exchange. Their task was to rate this fragment in terms of whether the agent signals that he understands and accepts the human utterance, or whether the agent signals that he is uncertain about the human utterance. Results show that listeners are sensitive to both the visual and acoustic features when judging the utterances in terms of their function as feedback signals. Four of the six parameters had significant influence on the judgements, with Smile and F0 as the most prominent, followed by Eyebrow and Head_movement. Eye_closure and Delay contributed only marginally to the judgements but the tendency was in the expected direction.

One interesting question, for instance, is what the strength relation is between the potential prosodic and visual cues. The interaction between acoustic intonational gestures (F0) and eyebrow movements has been studied in production in e.g. Cavé et al (1996). A preliminary hypothesis is that a direct coupling is very unnatural, but that prominence and eyebrow movement may co-occur. In an experiment investigating the contribution of eyebrow movement to the perception of prominence in Swedish (Granström et al. 1999), words and syllables with concomitant eyebrow movement were perceived as more prominent than syllables without the movement. In addition, other research on multimodal cues for prominence (House et al. 2001; Krahmer et al., submitted) has shown that there may be subtle interactions between visual and prosodic modalities on subjects’ perception of spoken stimuli, so that it may also be the case that prosodic and visual cues interact when used for backchanneling (see also Massaro et al. 1996).

The goal of the current paper is to gain more insight into the relative importance of specific prosodic and visual parameters for giving feedback on the success of the interaction. In the research presented below, use is made of a talking head whose prosodic and visual features are manipulated to synthesize convincing affirmative and negative backchanneling signals.

2. Method
2.1. Stimuli
The stimuli consisted of an exchange between a human, who was intended to represent a client, and the face, representing a travel agent. An observer of these stimuli could only hear the client’s voice, but could both see and hear the face. The human utterance was a natural speech recording and was exactly the same in all exchanges, whereas the speech and the facial expressions of the travel agent were synthetic and variable.

The fragment that was manipulated, always consisted of the following two utterances:
Human: “Jag vill åka från Stockholm till Linköping.”
(“I want to go from Stockholm to Linköping.”)
Head: “Linköping.”

Using the WaveSurfer software developed at CTT (Sjölander and Beskow, 2000), the stimuli were created by orthogonally varying 6 parameters (4 visual and 2 prosodic ones), using two possible settings for each parameter: one which was hypothesised to lead to affirmative feedback responses, and one which was hypothesised to lead to negative responses. For all stimuli, the head was given a neutral face during the entire time that the human was talking, with three eyeblinks at randomly chosen but natural intervals. The facial expressions changed during the head’s response utterance, through modifications of the following parameters shown in Table 1:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Affirmative setting</th>
<th>Negative setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smile</td>
<td>Head smiles</td>
<td>Neutral expression</td>
</tr>
<tr>
<td>Head movement</td>
<td>Head nods</td>
<td>Head leans back</td>
</tr>
<tr>
<td>Eyebrows</td>
<td>Eyebrows rise</td>
<td>Eyebrows frown</td>
</tr>
<tr>
<td>Eye closure</td>
<td>Eyes narrow slightly</td>
<td>Eyes open widely</td>
</tr>
<tr>
<td>F0 contour</td>
<td>Declarative</td>
<td>Interrogative</td>
</tr>
<tr>
<td>Delay</td>
<td>Immediate reply</td>
<td>Delayed reply</td>
</tr>
</tbody>
</table>

The parameter settings were largely created by intuition and observing human productions. The smile was a gesture throughout the whole utterance, largely encompassing a widening of the mouth and a slight upwards movement of the mouth corners. The head movement for the affirmative setting was a short nod (300 ms) starting at the first vowel. The negative setting comprised a rise of the head throughout the whole utterance. The eyebrow rise for the affirmative setting was initiated at the start of the utterance, being at its maximum from the start of the second syllable to the end. The eyebrow frown for the negative setting was an immediate frown from the beginning of the utterance which extended throughout the utterance. The affirmative gesture for the eye closure was a short (250 ms) narrowing of the eyes starting in the middle of the first vowel. The negative gesture was a widening of the eyes during the entire utterance. The affirmative and negative F0 contours were based on two natural utterances (see Figure 1). The delay for the negative setting was one second longer (1150 ms) compared to the essentially immediate response (150 ms) for the affirmative setting.

All combinations of the two settings for the 6 parameters led to a total of 64 stimuli, which were presented to listeners in a perception experiment (see below). In principle, we could have included at least two additional prosodic parameters in our test, tempo and loudness, since these have also been shown to signal affirmative and negative feedback. However, apart from the fact that this would have increased the number of stimuli considerably so that it would be difficult to present all of them in a single experiment, we decided not to take these into account because temporal modifications did not easily fit in our orthogonal design, since just changing the tempo would basically have affected the speed of change in all other visual and prosodic parameters as well. Loudness was excluded since it was uncertain if loudness effects would be perceptible in a group experiment. Samples of the resulting stimuli are seen in Figure 2.

2.2. Testing

The actual testing was done via a group experiment using a projected image on a large screen. Listeners were told that they were going to see and hear a series of exchanges between a talking head, representing a travel agent, and a human who wants to make a booking with the agent (see example above). They had to imagine that they were standing beside the human, and they were witnessing a fragment of a larger dialogue exchange. Subjects were told that they could both see and hear the talking head, but only hear the human, and they were informed that the visual expression of the head and the pronunciation of ‘Linköping’ by the head varied, whereas the human utterance was the same in all conditions. Their task was to respond to this dialogue exchange in terms of whether the head signals that he understands and accepts the human utterance, or rather signals that the head is uncertain about the human utterance. In addition, they needed to express on a 5-point scale how confident they were about their response. They were asked to always give an answer, even if they did not have an intuition as to what the head was signalling. No feedback was given on the ‘correctness’ of the responses; the stimuli were presented in a randomized order. Each stimulus was presented only once. The silent interval between two consecutive stimuli was 4.5 sec. The interval between the onset of each stimulus was either about 7 or 8 seconds depending on the delay parameter. Both the first three and the
The final two utterances were dummies, which were excluded from the analyses afterwards, to make sure that the stimuli were not biased by unwanted ‘list’ effects. All subjects were volunteers, recruited from KTH personnel. They were not paid for their contribution, but were given coffee and cake after the experiment. After excluding the responses from three subjects who made some unrecoverable errors on their answer sheets, the responses from 17 subjects could be retained for further analyses.

3. Results

As can be seen in Figure 3 there is only a weak tendency for extreme responses to obtain a higher confidence rating than the more ambiguous ones. In this figure the affirmative response is given the value +1 and the negative is −1. The numbers plotted in the figure are mean confidence rating versus mean response for each individual stimulus. There is a tendency for the stimuli to be judged as being more affirmative than negative, with four different stimuli receiving unanimously positive responses (mean value +1 across subjects) but with no stimuli receiving unanimously negative responses (mean value −1 across subjects). Six of the subjects gave more than two-thirds negative responses, while one subject gave only affirmative responses. All subjects, however, used the full confidence scale from 1 to 5, and all results were thus retained in the analysis below.

These latter numbers were analysed statistically via repeated measurements ANOVA’s run on each of the six parameters of our experimental design. Table 2 gives the mean values for each affirmative and negative setting, the value difference between the affirmative and negative settings, and the corresponding F-statistics. This table shows that 4 of the 6 parameters (Smile, F0 contour, Eyebrow and Head movement) have a significant effect on subjects’ responses, with affirmative settings leading to higher, positive values than the negative settings. The effects of Eye closure and Delay are not significant, but the trends observed in the means are clearly in the expected direction.

There appears to be a strength order with Smile being the most important factor, followed by F0 contour, Eyebrow, Head movement, Eye closure and Delay. In Figure 4, the mean response value difference (from Table 2) for stimuli with the indicated cues set to their hypothesised affirmative setting and their negative setting is shown.

![Figure 3. Mean confidence rating for the different stimuli.](image)

The analyses presented are based on numbers that combine the different scores of the subjects, i.e. their yes/no responses and the confidence rating, in the following way: the responses to a stimulus as a negative or an affirmative cue were first reinterpreted as -1 or 1, respectively, and then multiplied by the confidence rating to obtain a score on a scale between -5 (very negative) and +5 (very affirmative). The combined effect of cues is visualized in Figure 5. From left to right, the figure shows a monotone increase in affirmative judgments from stimuli that have only negative settings to stimuli that have only affirmative settings. Also in this case a bias towards affirmative responses can be observed. It is obviously not one single factor which has a predominant effect on subjects’ responses, but rather it is the case that subjects attend to combinations of features. A further examination of the data did not, however, reveal any specific interaction between the different features, rather the combinations tend to have an additive effect on the responses.

<table>
<thead>
<tr>
<th>Cue strength</th>
<th>Average response value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smile</td>
<td>3.25</td>
</tr>
<tr>
<td>F0 contour</td>
<td>2.75</td>
</tr>
<tr>
<td>Eyebrow</td>
<td>2.00</td>
</tr>
<tr>
<td>Head movement</td>
<td>1.50</td>
</tr>
<tr>
<td>Eye closure</td>
<td>1.00</td>
</tr>
<tr>
<td>Delay</td>
<td>0.50</td>
</tr>
</tbody>
</table>

Figure 4. The mean response value difference for stimuli with the indicated cues set to their affirmative and negative value.

The combined effect of cues is visualized in Figure 5. From left to right, the figure shows a monotone increase in affirmative judgments from stimuli that have only negative settings to stimuli that have only affirmative settings. Also in this case a bias towards affirmative responses can be observed. It is obviously not one single factor which has a predominant effect on subjects’ responses, but rather it is the case that subjects attend to combinations of features. A further examination of the data did not, however, reveal any specific interaction between the different features, rather the combinations tend to have an additive effect on the responses.

Table 2: Mean value for affirmative and negative settings of different parameters, mean difference value and corresponding F-statistics.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Affirmative</th>
<th>Negative</th>
<th>Diff. value</th>
<th>F(1,62)</th>
<th>p</th>
<th>( \eta^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smile</td>
<td>2.19</td>
<td>-0.33</td>
<td>2.52</td>
<td>61.18</td>
<td>&lt;.001</td>
<td>.50</td>
</tr>
<tr>
<td>F0 contour</td>
<td>1.72</td>
<td>0.14</td>
<td>1.58</td>
<td>15.07</td>
<td>&lt;.001</td>
<td>.20</td>
</tr>
<tr>
<td>Eyebrow</td>
<td>1.57</td>
<td>0.29</td>
<td>1.28</td>
<td>9.06</td>
<td>&lt;.005</td>
<td>.13</td>
</tr>
<tr>
<td>Head movement</td>
<td>1.39</td>
<td>0.47</td>
<td>0.92</td>
<td>4.33</td>
<td>&lt;.05</td>
<td>.07</td>
</tr>
<tr>
<td>Eye closure</td>
<td>1.23</td>
<td>0.64</td>
<td>0.59</td>
<td>1.74</td>
<td>n.s.</td>
<td>-</td>
</tr>
<tr>
<td>Delay</td>
<td>1.02</td>
<td>0.84</td>
<td>0.18</td>
<td>1.74</td>
<td>n.s.</td>
<td>-</td>
</tr>
</tbody>
</table>
4. Discussion and conclusion

Our research has shown that subjects are sensitive to both acoustic and visual parameters when they have to judge utterances as affirmative or negative feedback signals. Although the results of the experiment do not indicate any unexpected cue interactions, the differences between cue strengths can be of interest when implementing feedback signals in animated agents. It is noteworthy that the smile cue (a visual cue) contributed the most to the perception of affirmative feedback. Of all the visual cues used in the experiment, the smile is the one least likely to be associated with a prosodic function other than feedback, such as prominence. The other cues, especially brow raising and nodding, can potentially be associated with a prominence function as well as signalling feedback (House, et al. 2001). The fact that the brow frown functions as a negative cue is not surprising as the frown can signal confusion or disconcernment. Brow rise as an affirmative cue is more surprising than the frown in animated agents. It is noteworthy that the smile cue (a visual cue) contributed the most to the perception of affirmative feedback. Of all the visual cues used in the experiment, the smile is the one least likely to be associated with a prosodic function other than feedback, such as prominence. The other cues, especially brow raising and nodding, can potentially be associated with a prominence function as well as signalling feedback (House, et al. 2001). The fact that the brow frown functions as a negative cue is not surprising as the frown can signal confusion or disconcernment. Brow rise as an affirmative cue is more surprising than the frown in animated agents. It is noteworthy that the smile cue (a visual cue) contributed the most to the perception of affirmative feedback. Of all the visual cues used in the experiment, the smile is the one least likely to be associated with a prosodic function other than feedback, such as prominence. The other cues, especially brow raising and nodding, can potentially be associated with a prominence function as well as signalling feedback (House, et al. 2001). The fact that the brow frown functions as a negative cue is not surprising as the frown can signal confusion or disconcernment. Brow rise as an affirmative cue is more surprising than the frown in animated agents. It is noteworthy that the smile cue (a visual cue) contributed the most to the perception of affirmative feedback. Of all the visual cues used in the experiment, the smile is the one least likely to be associated with a prosodic function other than feedback, such as prominence. The other cues, especially brow raising and nodding, can potentially be associated with a prominence function as well as signalling feedback (House, et al. 2001). The fact that the brow frown functions as a negative cue is not surprising as the frown can signal confusion or disconcernment. Brow rise as an affirmative cue is more surprising than the frown in animated agents. It is noteworthy that the smile cue (a visual cue) contributed the most to the perception of affirmative feedback. Of all the visual cues used in the experiment, the smile is the one least likely to be associated with a prosodic function other than feedback, such as prominence. The other cues, especially brow raising and nodding, can potentially be associated with a prominence function as well as signalling feedback (House, et al. 2001). The fact that the brow frown functions as a negative cue is not surprising as the frown can signal confusion or disconcernment. Brow rise as an affirmative cue is more surprising than the frown in animated agents. It is noteworthy that the smile cue (a visual cue) contributed the most to the perception of affirmative feedback. Of all the visual cues used in the experiment, the smile is the one least likely to be associated with a prosodic function other than feedback, such as prominence. The other cues, especially brow raising and nodding, can potentially be associated with a prominence function as well as signalling feedback (House, et al. 2001). The fact that the brow frown functions as a negative cue is not surprising as the frown can signal confusion or disconcernment. Brow rise as an affirmative cue is more surprising than the frown in animated agents. It is noteworthy that the smile cue (a visual cue) contributed the most to the perception of affirmative feedback. Of all the visual cues used in the experiment, the smile is the one least likely to be associated with a prosodic function other than feedback, such as prominence. The other cues, especially brow raising and nodding, can potentially be associated with a prominence function as well as signalling feedback (House, et al. 2001). The fact that the brow frown functions as a negative cue is not surprising as the frown can signal confusion or disconcernment. Brow rise as an affirmative cue is more surprising than the frown in animated agents. It is noteworthy that the smile cue (a visual cue) contributed the most to the perception of affirmative feedback. Of all the visual cues used in the experiment, the smile is the one least likely to be associated with a prosodic function other than feedback, such as prominence. The other cues, especially brow raising and nodding, can potentially be associated with a prominence function as well as signalling feedback (House, et al. 2001). The fact that the brow frown functions as a negative cue is not surprising as the frown can signal confusion or disconcernment. Brow rise as an affirmative cue is more surprising than the frown in animated agents. It is noteworthy that the smile cue (a visual cue) contributed the most to the perception of affirmative feedback. Of all the visual cues used in the experiment, the smile is the one least likely to be associated with a prosodic function other than feedback, such as prominence. The other cues, especially brow raising and nodding, can potentially be associated with a prominence function as well as signalling feedback (House, et al. 2001). The fact that the brow frown functions as a negative cue is not surprising as the frown can signal confusion or disconcernment. Brow rise as an affirmative cue is more surprising than the frown in animated agents. It is noteworthy that the smile cue (a visual cue) contributed the most to the perception of affirmative feedback. Of all the visual cues used in the experiment, the smile is the one least likely to be associated with a prosodic function other than feedback, such as prominence. The other cues, especially brow raising and nodding, can potentially be associated with a prominence function as well as signalling feedback (House, et al. 2001).

One obvious next step is to test whether the fluency of human-machine interactions is helped by the inclusion of such feedback cues in the dialogue management component of a system.
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