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Abstract

This study examines the timing and fundamental frequency behavior of 40 Swiss German speakers from four different dialect regions. Prosodic behavior of each dialect is analyzed using statistical tests against the backdrop of detecting dialect-specific patterns as well as cross-dialectal differences. We find that variation in $F_0$ as well as in timing is vast across the dialects, with one of the dialects, the Southwestern Alpine variety, exhibiting particularly salient $F_0$ and timing features. The results confirm earlier impressionistic observations on this unexplored topic of Swiss German prosody.

Index Terms: Swiss German, Prosody, Timing, Intonation, Dialectology, Command-Response Model

1. Introduction

Despite Switzerland’s long tradition in dialectology, prosody has largely been neglected. Most of the early remarks on prosodic characteristics of Swiss German dialects feature descriptions such as the “singing of the shepherds in the high mountains of [the] Valais” [1], the “slightly cradling” melody of the Grisons dialect [2], the “snug”, and “slow” idiom of the Bernese [3], and the “fast” and “neutral” dialect of Zurich [4]. Recent typological descriptions of Bernese and Zurich prosody show a general difference to standard German. [5] claims that the default pitch accent in the Berne dialect consists of a low-rising contour (L$^*$+H) compared to the Standard German falling accent (H$^*$+L). Similar contours have been observed in other Southern German dialects [6, 7, 8].

Research on the temporal features of Swiss German, too, represents a research desideratum. Temporal aspects on the phrase level have been investigated by analyzing the position and duration of pauses in different speaking styles [9, 10, 11]; yet, temporal characteristics of regional varieties have mainly been ignored. Initial attempts on standard German are presented in [12] and on Swiss German dialects in [13]. However, individual and stylistic variation is vast, which renders generalizations about the influence of regional varieties difficult. Phrase-final lengthening on the regional level has been addressed by [14], and our own studies indicate that final lengthening is regionally different. Furthermore, the phonemic distribution of segment duration is important within the temporal domain. Within a language, different dialects can feature different oppositions. While most German dialects only differ with respect to vowel quantity, Alemannic and Bavarian dialects also distinguish consonant quantity [15, 16]. Moreover, the Standard and Northern German opposition between voiced and voiceless plosives is expressed as a temporal distinction between long and short consonants in the Southern dialects [17]. This distinction is even observed in word-initial position [18]. Non-phonological intrinsic segment duration has mainly been studied in the context of speech synthesis systems of standard languages, regional or dialectal differences have not yet been analyzed. Given this obvious lack of research on fundamental frequency [hereafter $F_0$] and timing characteristics of regional varieties of Swiss German, this study sets out to fill this gap.

2. Methods

In the framework of a Swiss National Science Foundation (SNSF) project (Quantitative Approaches to Geolinguistics of Swiss German Prosody 2005-2008), 40 subjects from four different dialect regions of German-speaking Switzerland were interviewed. Speakers (5 females / 5 males per dialect) from 2 Alpine varieties, Valais (VS) and Grisons (GR), and 2 Midland dialects, Bern (BE) and Zurich (ZH) were recorded in spontaneous interviews. The recorded data were transcribed, segmented, and annotated with linguistic variables (stress (2 df), word class (2 df), segmental features (see 3.2 Timing)), paralinguistic variables (phrase type [continuing/terminating/question/discontinuity, i.e. 3 df], focus [narrow/broad, i.e. 1 df], prosodic paragraphing (numeric) [19]), and extralinguistic variables (emotion (4df), articulation rate (2 df), and sex (1 df)) of interest. Approximately 3 minutes of spontaneous speech per speaker (123,000 segments total) were analyzed. $F_0$ contours were then explored using the Fujisaki Intonation Model [20]. Methods underlying $F_0$ analysis are presented in 2.1, methods used for timing analyses are given at 2.2.

2.1. Fundamental frequency

The Command-Response Model [20] is hierarchically structured and formulated as a linear model. As input signals, the model receives phrase commands (PCs) in the form of impulse functions and accent commands (ACs) in the form of rectangular functions. The input signals are processed by the phrase and accent control mechanisms. The output signals of the two mechanisms are added onto the smallest asymptotic value ($F_0$) of the $F_0$ contour that is to be generated. For analysis purposes, the model decomposes the $F_0$ contour into a set of components from which timing and frequency information of the $F_0$ contours can be estimated. $F_0$ is assumed to be a speaker-specific parameter, $\alpha$, the natural angular frequency of the phrase control mechanism, is set at 2/sec, $\beta$, the natural angular frequency of the accent control mechanism, at 20/sec in the present study. The phrase component can be applied for a description of the global declination tendency of $F_0$, i.e. the higher the PC, the steeper the declination. The unit in which declination is observed in the present approach is the prosodic phrase. The accent component is understood as a device for marking segments more $F_0$–prominent on the local level, i.e. the higher the AC, the more $F_0$–prominent the given syllables.

$F_0$ contours were parametrized by means of Mixdorf’s FujiParaEditor [21]. $F_0$ behavior in each of the linguistic, paralinguistic, and non-linguistic variables was analyzed using parametric and non-parametric statistical tests against the background of detecting dialect-specific patterns as well as cross-dialectal differences. Dialect-specific multiple linear regression models (MLR) for all parameters were then
developed, which allows for a distillation of the relative contribution of independent variables towards explaining $F_0$ variability in a given parameter value in a specific dialect.

2.2. Timing

As a means of comparing timing features on the phrasal level, syllables were counted. In order to obtain segment-specific results, however, segment duration data is primarily used for the analyses. Statistical procedures are performed with base 10 logarithmic data that follows a near normal distribution.

3. Results

3.1. Fundamental frequency

3.1.1. Berne

The signature properties of the BE dialect involve long AC durations ($=T_2-T_1$, i.e. end point minus starting point of the local accent) as well as late $T_8$ relative to segment onset. Late rises, in particular, seem to be the prototypical feature of the BE variety. Comparatively long AC durations can almost certainly be attributed to the generally slower articulation rate of BE speakers [22], which corroborates the stereotype of the BE variety. Comparatively long rises, in particular, seem to be the prototypical feature of the BE variety as “slow” speakers [3]. It is indeed plausible that the combination of long rises, long AC durations, and slow articulation rate would evoke the notion of tranquility, “snugness” or “homeliness” alluded to in previous accounts.

3.1.2. Grisons

The GR dialect exhibits a great number of exceptional features in $PC$ magnitude, i.e. the global declination parameter. Prototypical intonation phrases (IPs) start with high $F_0$, which is sustained throughout the phrase, and end with a still relatively high $F_0$. In sequence, such IPs may be conceived to have this “cradling” melody [2] alludes to. Also, a number of MLRs in the GR variety exhibit only a few significant predictors, suggesting that the $F_0$ contour is fairly robust to linguistic, paralinguistic, and non-linguistic influences. Figure 1 shows the MLR that was performed on the GR $AC$ amplitude values with a radar chart. Each radius represents a variable fed into the MLR. The length of the radius is proportional to the percental magnitude of the respective variable, i.e. the longer the radius, the greater the variable’s effect in the model.

Figure 1: Radar chart of the MLR on the GR speakers’ $AC$ amplitude values.

Asterisked variables in Figure 1 imply statistically significant effects in the MLR ($R^2=.12$, $F(9,2797) = 44, p < .0001$). Only the variables focus, phrase type, and articulation rate show significant effects, i.e. local $F_0$ is modulated particularly to emphasize focused concepts, phrase type, as well as to distinguish between speakers of different articulation rates. If we look at the amount of $F_0$ variation explained in the GR model (12%), we find that the variability in $F_0$ behavior can be explained comparatively well with the given predictors; hence, the dialect is relatively easy to predict.

3.1.3. Valais

The VS dialect stands out with a great number of exceptional features regarding $AC$ amplitude. In bivariate tests, its $AC$ amplitudes reflect distinctly different responses in many factors. More importantly, in the linear regression models, it shows the greatest array of variables for explaining variation. In other words, VS $F_0$ behavior is highly sensitive to external variables, particularly if paralinguistic and non-linguistic in nature – this is exemplified in the MLR on the VS speakers’ $AC$ amplitude values, as shown in Figure 2.

Figure 2: Radar chart of the MLR on the VS speakers’ $AC$ amplitude values.

Figure 2 exemplifies the VS speakers’ high sensitivity of local accents towards word class, emotion, focus, phrase type, and articulation rate ($R^2=.09, F(14,2827) = 21, p < .0001$). In addition to exhibiting a high number of predictors, the relative weight of the predictors often differs from the corresponding weight in other dialects. In spontaneous speech, this peculiar dialect-internal structuring of VS intonation results in what may be commonly perceived as an exotic and rather impalpable melody. Possibly, this is what characterizes the VS variety as a ‘singing’ variety [1]. If we look at the amount of $F_0$ variation explained in the VS model (9%), it becomes evident that the VS’ intonational structure is comparatively complex and literally less predictable.

3.1.4. Zurich

The ZH dialect stands out with a number of exceptional features in $PC$ durations, which hint at generally longer $PC$ durations. Yet, if compared to the idiosyncratic $F_0$ behavior of the other dialects, ZH Swiss German does not feature any truly flashy properties. This may be why ZH German is known as a rather neutral dialect [4]. The distinctive $PC$ durations could be a result of the ZH speakers fast articulation rate – another stereotype [4] empirically confirmed in this study. Faster articulation rate is shown to result in a reduction of phrase boundaries, hence the more distinct overall phrase length.

3.2. Timing

On the temporal level, the dialects differ with respect to a number of observed variables. Selective results are presented below. To begin with, the length of phrases (in syllables) were compared between the dialects. Speakers of the Western dialects (BE and VS) exhibit shorter phrases than speakers of the Eastern dialects, while ZH speakers show the longest phrases (ANOVA $F(3,8049)=38; p < .001$). It is only the BE
and VS varieties which do not feature significant inter-level differences (t-tests); all other differences are significant ($p < .001$). Phrase length influences overall segment duration, where shorter phrases contain more final syllables which, in any case, exhibit final lengthening.

Secondly, the number and duration of pauses, which are, too, relevant for the discriminative attribution of speech rate of the dialects [3, 4], differ in quantity and distribution between the dialects. In all dialects, terminal phrases are normally followed by a pause. The pausing behavior after continuing phrases, on the other hand, is different between the dialects. The VS speakers by far show the least number of pauses after continuing phrases ($X^2(3, 6141) = 85, p < 0.001$). In addition, VS speakers realize the shortest pauses after continuing phrases ($F(3,4793) = 29; p < .001$).

Thirdly, the durations of all syllable nuclei according to their position in the phrase are compared – see Figure 3. If, across the dialects, the first (f), penultimate (p), and ultimate (u) positions are compared to the mean durations of medial syllables (m), we find distinct lengthening in all three positions. Thus, we not only find phrase-final but also phrase-initial lengthening. Yet, there are remarkable differences between the dialects: VS speakers make the least distinct differences between the four positions, as shown in the comparably flat duration increment from one syllable position to another in Figure 3. On the contrary, ZH speakers, with their similarly short middle und penultimate nuclei, indicate much more pronounced initial and particularly phrase-final lengthening in ultimate syllable position. BE and GR speakers overall feature longer vowel duration. In this group, too, the BE speakers mark phrase-final boundaries more distinctly.

The table suggests that, overall, the models explain nearly half of the dialect-specific variation in segment duration. In comparison, models for reading style of a single speaker explain more than 75% of the total variation. The relatively poor results in our models may thus be attributed to the spontaneous nature of the analyzed speech, which obviously exhibits significantly more variation than read speech. Moreover, model-intrinsic variation is increased because our models include 10 speakers each. 10 speaker-specific models were created, which show an improvement in the models’ explanatory power by 3-5%. Since, however, we aim for a dialect comparison, only the aforementioned aggregate models are used for further calculations and interpretations. The highest percentages in Table 1 (GR and BE) indicate that the factors mentioned above provide a better prediction than for the other models (ZH and VS), as manifested in their lower percentages. High values stand for a small variability while small values signify distinct variation. From this, we conclude that the VS speakers vary the most in segmental duration, while the GR speakers by far demonstrate the most uniform timing.

Let us zoom in a little further into the GLMs. An assessment of the Type III sums of squares allows us to filter out each factors’ predictive power within the model. Table 2 lists the values of the single factors in each model.

![Figure 3](image)

**Figure 3:** ANOVA of vowel duration by position of syllable in phrase (match code: dialect region).

The presented differences in timing between the dialects represent only a fraction of the established results. Further tests confirmed a distinctly different temporal ordering of the segments between the dialects. Due to the high number of observed variables, general tendencies are difficult to deduce. Therefore, general linear models (GLMs) were created to model segment duration in the four dialects. The following variables were applied for the prediction of segment duration: Intrinsic duration of sound classes, position of the syllable in the phrase, focus and stress, position of the segments in the syllable, type of the following and preceding segment, and assimilation of double plosives. Table 1 shows the predictive power of the GLMs modeled separately for each dialect.

<table>
<thead>
<tr>
<th>Dialect</th>
<th>BE</th>
<th>ZH</th>
<th>VS</th>
<th>GR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intrinsic duration (12 df)</td>
<td>57.8%</td>
<td>46.4%</td>
<td>57.9%</td>
<td>56.2%</td>
</tr>
<tr>
<td>Position of the syllable in the phrase (4 df)</td>
<td>16.3%</td>
<td>21.7%</td>
<td>15.7%</td>
<td>13.5%</td>
</tr>
<tr>
<td>Focus and stress (4 df)</td>
<td>9.7%</td>
<td>13.1%</td>
<td>12.6%</td>
<td>13.4%</td>
</tr>
<tr>
<td>Type of the following segment (12 df)</td>
<td>8.7%</td>
<td>9.1%</td>
<td>8.7%</td>
<td>8.1%</td>
</tr>
<tr>
<td>Type of the preceding segment (12 df)</td>
<td>4.4%</td>
<td>6.0%</td>
<td>2.5%</td>
<td>5.2%</td>
</tr>
<tr>
<td>Position of the segments in the syllable (3 df)</td>
<td>2.5%</td>
<td>2.6%</td>
<td>1.2%</td>
<td>1.7%</td>
</tr>
<tr>
<td>Assimilation of double plosives (4 df)</td>
<td>0.6%</td>
<td>1.1%</td>
<td>1.4%</td>
<td>1.8%</td>
</tr>
</tbody>
</table>

**Table 2:** Predictive power of each factor.

In all dialects, intrinsic duration is the dominant factor, i.e. explains most variation. Yet, the remaining factors appear to be structured in a dialect-specific way: For the ZH dialect, the position of the syllable in the phrase is more important than for the other dialects. The same holds for the position of the segment in the syllable and the influence of the preceding segment. For Bern, focus and stress bear little predictive power.

**4. Discussion**

In the course of the $F_2$-analyses, distinct geolinguistic features of the Alpine/Midland and Eastern/Western dialects emerged. The most striking difference between the Alpine and Midland groups is found in the relative weight of the linguistic predictor *stress* in the $AC$ amplitude models. Its comparatively weak importance in the Alpine dialects (see Figures 1 and 2) may be a result of these Germanic dialects’ proximity to right-headed Romance languages such as French (syllable-timed), Italian, and Romansh. The clash of two systems with different rhythmical patterns and different prosodic means for prominence marking may have neutralized the importance of *stress* and its link to $F_2$ movements, resulting in insignificant effects of *stress* in the Alpine dialects’ $AC$ amplitude models. As for the findings derived from the statistical models, a
dial-internal variation (which is in fact confirmed by an informal check, at least on the temporal level). Thirdly, other factors not included in the models may explain further variation. All of these constitute aspects worthy of pursuing in future research.
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