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Abstract
This paper describes an end-to-end speech recognition system for the 5th CHiME challenge that addresses continuous conversation in everyday environments using distributed microphone arrays. The main contribution of our system is the investigation of an effective adaptation method within the end-to-end system based on speaker gender information, microphone array information, and conversational history information for better generalization. Without using any speech enhancement technique, or data augmentation, or data cleaning up, or lexicon information, our proposed system produces better ASR performance than the baseline system (LF-MMI TDNN) which requires the lexicon information and a complicated conventional modeling process (i.e., HMM/GMM, triphone-based acoustic modeling, fMLLR, SAT, i-vector, Data cleaning up, etc). Our final ASR system achieves an absolute word error rate reduction of 12.6% on development set in comparison to the end-to-end baseline system, and an absolute word error rate reduction of 1.5% on evaluation set in comparison to conventional baseline system (LF-MMI TDNN) in a single-array track.

1. Setup for CHiME-5 Challenge
In this section, we describe the dataset of the single-array track for the 5th CHiME challenge [1] and our end-to-end baseline system based on the ESPnet toolkit [2, 3, 4].

1.1. Dataset
We investigated the performance of the proposed models on the CHiME-5 task which has a 40 hours training set from the close-talk microphone and 6 distant microphone arrays. For the 6 distant microphone arrays, we used the beamformed data by using BeamformIt toolkit [5] which are provided from the challenge organizer. In total, we used 40x7 hours of the beamformed data for training (560k utterances), and 4.5 hours of the beamformed data from a reference distant microphone array for hyper-parameter tuning. Evaluation was carried out on the evaluation set, which has 5 hours of the beamformed data from a reference distant microphone array.

We sampled all audio data at 16kHz, and extracted 80-dimensional log-mel filterbank coefficients with 3-dimensional pitch features, from 25 ms frames with a 10ms frame shift. We used 83-dimensional feature vectors to input to the network in total. We used 45 distinct labels including 26 characters, several special characters, and start-of-speech/end-of-speech, and blank tokens. Note that no pronunciation lexicon was used in any of the experiments.

1.2. End-to-End ASR
We use joint CTC/Attention end-to-end speech recognition architecture with the Chainer [6] deep learning library and ESPnet toolkit [2, 3, 4]. We used a CNN-BLSTMP encoder followed the baseline system, except we down-sampled by 3 along with the time frequency axis within CNN. The CNN layers are followed by a 6-layer BiLSTM with 320 cells. We used a location-based attention mechanism, where 10 centered convolution filters of width 100 were used to extract the convolutional features. The decoder network was a one-layer LSTM with 300 cells. We also built a character-level RNN-LM on the CHiME-5 training transcription which was optimized using the AdaDelta algorithm. We used \( \lambda = 0.1 \) for joint CTC/Attention training objective:

\[
\mathcal{L} = \lambda \mathcal{L}_{CTC} + (1 - \lambda) \mathcal{L}_{Attention}. \quad (1)
\]

For decoding of the models, we used joint decoder which combines the output label scores from the AttentionDecoder, CTC, and character-level RNN-LM by using shallow fusion [7]:

\[
y^* = \arg\max \{ \log p_{ctc}(y|x) + \alpha \log p_{ctc}(y|x) + \beta \log p_{rnnlm}(y) \} \quad (2)
\]

The scaling factor of CTC, and character-level RNN-LM scores were \( \alpha = 0.1 \), and \( \beta = 0.1 \), respectively. We used a beam search algorithm similar to [8] with the beam size 20 to reduce the computation cost. We adjusted the score by adding a length penalty, since the model has a small bias for shorter utterances. The final score is normalized with a length penalty 0.1.

2. Contributions
In this section, we describe our proposed models which is built on top of the end-to-end baseline (in Section 1.2).

2.1. Stabilized End-to-End Baseline
When we build the end-to-end baseline system that the challenge organizer is provided, we found that there exist many numerical stability issues during the calculation of CTC loss since there are many cases that the length of the subsampled input frames is shorter than the output character sequence. The original baseline dropped the whole minibatch when any example in that batch led to a NaN while calculating the CTC loss. This led to many good examples being skipped. In order to minimize to drop the minibatches, we calculate the CTC loss for each example in the minibatch and mask out the NaN loss rather than

* Equal Contributions
dropping the entire minibatch. In addition, we changed the rate of subsampling rate from 4 to 3, to minimize the examples that the input length is shorter than the output length. From this modification, we improved the end-to-end baseline from 94.7% to 90.2%.

### 2.2. Acoustic Environment Modeling

Different arrays are recorded in different acoustic conditions both in terms of type of noise, and also the topic that is generally discussed. Males and females often carry-on different conversations and differ significantly in acoustic properties. Several meta-information, such as speaker gender identity, microphone array identity, location of microphone array are available in the evaluation set as well as the training/development sets. Such additional information can be exploited to help adapt our model to different acoustic conditions in terms of type of speaker, and the environment where the conversation occurs. This use of external knowledge has been shown helpful in a lot of speech tasks, like speaker adaptation [9] using i-vectors [10], visual adaptation [11], environmental noise adaptation [12] etc.

To modulate these variations in the networks internal representation we extend the end-to-end speech recognition models to explicitly use the information of the speaker gender identity (gender), the microphone array identity (array), the location of microphone array (location). We first create a one-hot indicator vector for each three identities, gender, array, and location. We then append these vectors to the original Mel-filterbank features as an auxiliary input to the model. Additionally, this auxiliary input is also forwarded to the decoder network to adapt our model further. A visualization of our model can be seen in Figure 1.

#### 2.3. Conversational-Context Modeling

The 5th CHiME Challenge considers the problem of conversational speech recognition in a dinner party scenario with four speakers. The training dataset has 16 conversations and each conversation is around 2-hour long. The conversational-context, dynamic contextual flow across multiple sentences, provides important information that can improve speech recognition, especially in the case of such long conversations. However, existing speech recognition systems are typically built at the sentence level and does not employ conversational-context information. In this work, we propose to use a conversational-context aware speech recognition model [13], which explicitly uses context information beyond sentence-level information, in an end-to-end fashion. Our conversational-context model captures a history of sentence-level contexts, so that the whole system can be trained with conversational-context information in an end-to-end manner.

The core idea of our approach is the integration of conversational-context into an attention-based decoder network. Figure 2 shows the fundamental principle of the DialogAttention Decoder subnetwork, an extension of the AttentionDecoder, which can be found in standard end-to-end models. Let us have a dataset consists of N-number of conversations, \( D = \{d_1, \ldots, d_N\} \) and each conversation \( d_i = \{s_1, \ldots, s_K\} \) has K utterances. \( k\)-th utterance \( s_k \) is represented as a sequence of \( U\)-length output characters \( (y) \) and \( T\)-length input acoustic features \( (x) \). Given the high-level representation \( (h) \) of input acoustic features \( (x) \) generated from Encoder subnetwork, both the standard AttentionDecoder and our proposed DialogAttentionDecoder generates the probability distribution over characters \( (y_u) \), conditioned on \((h)\), and all the characters seen previously \((y_{1:u-1})\). Our proposed DialogAttentionDecoder additionally conditioning on conversational-context vector \( (c_u) \), which represents the information of the preceding utterance in the same conversation as:

\[
\begin{align*}
    h &= \text{Encoder}(x) \\
    y_u &\sim \begin{cases}
        \text{standard decoder network:} & \text{AttentionDecoder}(h, y_{1:u-1}) \\
        \text{proposed decoder network:} & \text{DialogAttentionDecoder}(h, y_{1:u-1}, c_u)
    \end{cases}
\end{align*}
\]

In order to learn conversational-context during training, we serialize the utterances based on the session identity that they are part of, and then their offset times, as is normally done during decoding. We shuffle data at the session level and create the minibatches across multiple sessions. We bootstrap the training with the model trained on the shuffled data. We explore two
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**Figure 1:** The architecture of our end-to-end speech recognition model with speaker gender and microphone array information. The red curved line represents the speaker gender and microphone array information flow to the encoder network and the decoder network.

**Figure 2:** The architecture of our end-to-end speech recognition model with conversational history information. The red curved line represents the conversational context information flow within the same dialog.
methods to generate the context vector \( c_k \) to represent the preceding sentence: method (a) last-hidden-state and method (b) all-outputs method. In method (a), the last decoder state of the previous sentence represents the context vector, \( c_k \). The context vector \( c_k \) is propagated to the initial decoder state of current sentence. In method (b), every output information of preceding sentence is integrated with additional attention mechanism and represents the context vector, \( c_k \). This context vector is then propagated to every decoder state for each output time step of current sentence.

3. Experimental evaluation

Figure 3 shows the WER (%) results of our improved end-to-end baseline and two different proposed models tested on the development set. The \textit{Impr. Baseline} is our improved end-to-end baseline by fixing the CTC loss calculation described in 2.1. The \textit{EnvModel} is our speaker gender identity and microphone array identity informed model described in 2.2, and the \textit{DialogModel} is our conversational context informed model described in 2.3. In overall, we obtained WER improvements using both the proposed models, EnvModel and DialogModel, over the \textit{Impr. Baseline}. The interesting observation is that the result of DialogModel seems to be dependent on the session identity. The EnvModel shows similar performance across the session, however, the DialogModel seems to be more effective on session 09 (S09). One possible reason is that there exists more coherent conversational flow in session 09. From this result, we expect the model combination can improve further, although we chose the EnvModel as our final system for the challenge submission.

Table 1 summarizes the WER (%) results for our final system (EnvModel) tested on the development set for each session and room \(^1\). Note that the numbers reported in this table uses the kaldi scoring script mentioned in http://spandh.dcs.shef.ac.uk/chime_challenge/submission.html. Similar to the baseline results \([1]\), the performance in the kitchen condition is the poorest probably due to the kitchen background noises and greater degree of speaker movement that occurs in this location.

![Figure 3: The WER (%) comparison of our EnvModel with the speaker gender and microphone array information and DialogModel with the conversational-context information.](image)

Table 2 shows the comparison of WER (%) results of our final end-to-end system, the end-to-end baseline system, and the conventional baseline system (LF-MMI TDNN) in the single-array track. Our proposed end-to-end system achieved 12.6% absolute WER improvement on development set over the baseline end-to-end system. Note that we could not compare with the result on the evaluation set of baseline end-to-end system since the number was not available. The most noticeable result is that our model outperformed the conventional baseline system (LF-MMI TDNN [14]) on the evaluation set, without using any speech enhancement technique, or data augmentation, or data cleaning, or lexicon information.

4. Conclusions

In this paper, we introduced an end-to-end speech recognition system for CHiME-5 challenge. By explicitly using the speaker gender information, the microphone array information, and the conversational history, our proposed model achieved an absolute word error rate reduction of 12.6% on development set in comparison to the end-to-end baseline system. The most noticeable result is that our end-to-end ASR system outperformed the baseline system (LF-MMI TDNN) which requires the lexicon information, the complicated conventional modeling process (i.e. HMM/GMM, triphone-acoustic modeling, MLLR, SAT, i-vector, Data cleaning up, etc), without using any speech enhancement technique, or data augmentation, or data cleaning up, or lexicon information. In addition, our proposed method can be easily combined with other speech enhancement techniques, such as multi-array processing or single-source enhancement via close-talk microphone data, and we expect further improvement.
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\(^1\)Due to inconsistencies in the scoring script, the poster presented at the CHiME workshop in Hyderabad on September 9, 2018, showed a different, incorrect, word error rate. This has been fixed in this version, and the conclusions have been updated accordingly.

<table>
<thead>
<tr>
<th>Track</th>
<th>Session</th>
<th>Kitchen</th>
<th>Dining</th>
<th>Living</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single</td>
<td>dev</td>
<td>S02</td>
<td>86.7</td>
<td>81.6</td>
<td>77.0</td>
</tr>
<tr>
<td></td>
<td>S09</td>
<td>86.3</td>
<td>81.5</td>
<td>80.8</td>
<td>80.8</td>
</tr>
<tr>
<td>eval</td>
<td>S01</td>
<td>76.9</td>
<td>65.3</td>
<td>83.8</td>
<td>71.8</td>
</tr>
<tr>
<td></td>
<td>S21</td>
<td>74.7</td>
<td>66.1</td>
<td>69.1</td>
<td>71.8</td>
</tr>
</tbody>
</table>

Table 2: \textit{Results for our systems. WER (%) per session and location together with the overall WER.}

<table>
<thead>
<tr>
<th>Models</th>
<th>Dev</th>
<th>Eval</th>
</tr>
</thead>
<tbody>
<tr>
<td>End-To-End baseline [1]</td>
<td>94.7</td>
<td>N/A</td>
</tr>
<tr>
<td>LF-MMI TDNN [14]</td>
<td>81.1</td>
<td>73.3</td>
</tr>
<tr>
<td>Our End-to-End model</td>
<td>82.1</td>
<td>71.8</td>
</tr>
</tbody>
</table>
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