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Abstract

The present paper investigates the effect of different inputs on the accuracy of a forced alignment tool built using deep neural networks. Both raw audio samples and Mel-frequency cepstral coefficients were compared as network inputs. A set of experiments were performed using the TIMIT speech corpus as training data and its accompanying test data set. The networks consisted of a series of convolutional layers followed by a series of bidirectional long short-term memory (LSTM) layers. The convolutional layers were trained first to act as feature detectors, after which their weights were frozen. Then, the LSTM layers were trained to learn the temporal relations in the data. The current results indicate that networks using raw audio perform better than those using Mel-frequency cepstral coefficients and an off-the-shelf forced aligner. Possible explanations for why the raw audio networks perform better are discussed. We then lay out potential ways to improve the results of the networks and conclude with a comparison of human cognition to network architecture.
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1. Introduction

Forced alignment has become a common tool in the analysis of speech data [1]. A forced aligner takes in an audio file and a list of phones present in the audio signal. It then outputs the temporal boundaries for each phone. For example, in a recording of cat, a forced aligner would take the recording and list of [k], [æ], and [t], and then it would output the timestamps demarcating when each phone begins and ends. That is, it aligns the phone labels to their corresponding regions the audio. The present study is a preliminary exploration into different approaches to building an acoustic model using a deep neural network to create a forced aligner, with special attention paid to the effect of input type on the aligner performance.

A number of forced aligners already exist. Some rely on hidden Markov models, such as the Penn Forced Aligner [2], the ProsodyLab Aligner [3], MAUS [4], and the Montreal Forced Aligner [1], while Gentle [5] relies on neural networks. To date, there seems to be no forced alignment tool whose acoustic model is openly a deep neural network (it is uncertain how Gentle structures its neural networks, so it can’t be said whether they use deep networks or not). It has previously been suggested that acoustic models using deep learning techniques can outperform models using hidden Markov models in speech recognition tasks [6]. As such, using deep neural networks as acoustic models for this task should be investigated.

Researchers in automatic speech recognition with neural networks have previously used Mel-frequency cepstral coefficients (MFCCs) as input to neural networks [7][6]. Others, however, have used raw audio samples [9][10][11]. MFCCs have also previously been found to perform approximately as well as raw audio for network inputs overall [9]. It is thus uncertain which of these two representations will perform better for the purposes of forced alignment. It’s been noted in that the convolutional layers in some networks seem to be learning some sort of filter-bank [9], which bears some relation to using filter-banks when calculating MFCCs.

The goal of the present study is to assess what kind of neural network architecture and input work best for forced alignment and compare the results with already available packages for forced alignment. Based on the history of deep neural networks outperforming hidden Markov model-based models in speech recognition tasks, we predict that the deep neural networks will perform better than hidden Markov model-based forced aligners. A forced aligner needs to have high precision to be useful to researchers in phonetics, since some speech cues of interest happen at the scale of milliseconds. As such, some attention is paid to the level of precision a particular forced alignment tool affords, in addition to more typical accuracy measures used in automatic speech recognition.

2. Experiment details

Because a comparison between raw audio samples and MFCCs has yet to be performed for forced alignment, two different neural networks are trained and compared to each other. The first network is trained on raw audio samples, and the second, on MFCCs. To allow for a more even comparison between the input options, the network architecture is kept as similar as possible to control for factors related to differing architectures. As in [9], the network begins with a section of convolutional layers to serve as feature detectors. Once trained, this convolutional section’s weights are frozen, and the section is then connected to another section with bidirectional long short-term memory (LSTM) layers. This section should learn temporal relationships in the data. The LSTM layers were chosen to be bidirectional because it has been found that bidirectionality can help a deep neural network perform accurately in speech recognition [7]. The overall architecture of combining convolutional layers with LSTM layers was inspired in part by remarks that there seems to have been just one attested attempt at this architecture before [12]. Further motivation is found in [13], where it’s stated this kind of architecture allows for faster training than a deep recurrent neural network with an acceptable accuracy trade-off because the convolutional layers are light and don’t require as many mathematical operations to train.

The TIMIT speech corpus was used as training data [14]. We selected the TIMIT corpus because it contains detailed phonetically time-aligned transcriptions, and it is used as a benchmark test for a number of different experiments in automatic speech recognition (such as in [7], [8], [9], and [11]).
2.1. Data preparation
To prepare the data for the raw audio network, each audio file in the TIMIT corpus (including SA records) was pre-processed into frames containing 25 ms of samples (for a total of 400 samples, due to the 16 kHz sampling rate). The frames were processed at an interval of 1 ms (so a new frame would start 1 ms after the previous frame started). The label for the frame was determined based on what category the majority of the middle 1 ms of samples belonged to. In the case where this middle 1 ms was evenly distributed between two labels, the frame was assigned the earlier label to favor the duration of a phone over a transition to a different one. Additionally, the audio files were zero-padded with 12 ms at the start and end so that every 1 ms frame could be assigned a label. Processing the frames in this way casts the problem as recognizing the middle 1 ms of the frame with 12 ms of context on each side of the target 1 ms. These frames serve as the raw audio input to the network.

To prepare the MFCC input to the network, each audio file in the TIMIT corpus was pre-processed into frames of 13 MFCCs, 13 delta coefficients, and 13 delta delta coefficients. The MFCCs were calculated using the Python Speech Features library [15]. As is the default in the library, the first MFCC was replaced with the log-energy of the entire frame. As before, the frame size was 25 ms, and each new frame started 1 ms after the previous one. The library padded zeros to the end of each signal so there was a whole number of frames. These MFCCs can be thought of as a spectrum of a spectrum of the energy in the frame. The delta coefficients represent the change of the MFCCs over time, and the delta-delta coefficients represent the change of the delta coefficients over time.

When determining the frame labels, we used phone collapsings following [16] and mentioned in [7] as standard for full speech recognition, with one exception. The phone [r] was not collapsed into a label for silence as suggested because the flap in connected American English speech does not always create a period of silence in the acoustic signal [17], so a label for silence would describe this phone poorly and introduce noise into the silence category. Effectively, this meant that the 61 possible phones in TIMIT were collapsed into 40 different possibilities for classification, on the basis of acoustic similarity. For example, the closure periods for the oral stops [p], [t], [k], [b], [d], and [g] were all collapsed into one label, “sil” to indicate silence, since the periods of occlusion that precede them are nearly identical, acoustically. While, there may be voicing during the closure for the voiced stops [b], [d], and [g], we opted to keep the simplified phone structure as much as possible.

Finally, 184 utterances (5% of the training data) were randomly selected to be a validation set used to calculate validation accuracy during training. This 5% remained consistent throughout the training process.

2.2. Network architectures
Different configurations of the network architecture were implemented and trained using the Keras Python library [18] with the TensorFlow backend [19]. The hyperparameters for the networks were found by random search, as suggested in [20].

Each tested architecture began with a series of 1-dimensional convolutional layers that had rectified linear unit (ReLU) activation functions. There were no pooling layers because they were found to decrease the overall accuracy of the network. It’s also not necessarily desirable for the results of the convolutions be time-independent, since the locus of certain frequency peaks in the raw audio can be a discriminative cue as to what phone class a given input belongs to, so max-pooling, for example, might not be helpful.

Connected to this series of convolutional layers were 2 bidirectional LSTM layers, which also had ReLU activation functions. Finally, the network ended in a fully-connected layer with a softmax activation function. It had 61 neurons, which represents the number of phone classes that the network was predicting between (though only 40 categories were used as labels), as is standard in such experiments [7]. The best architecture of those that were tested is described in detail below.

2.3. Decoding the network output
As currently designed, the neural nets perform frame classification, but not forced alignment directly. However, it’s possible to use a network’s frame classifications for a recording to perform alignment if the output is decoded. For the present study, the network output was decoded by the process of finding the most probable path through the output that would yield the specified phone sequence.

When an audio file is done being processed by the neural network, there is a resultant output matrix \( O \) that has 61 rows to represent each possible phone class and \( T \) columns, which are the timesteps in the network, from 1 up to and including \( T \). From this matrix, the most probable sequence of frame labels that produce the desired final phone sequence can be determined with dynamic programming. This decoding process is given in pseudocode in Algorithm 1. Recall that the desired phone label sequence, which we will refer to as \( s \), is provided by the user when running the forced aligner. Assume that the rows of \( O \) can be indexed by their associated phone labels, as well as their integer index. Computing boundaries between each phone from the resultant label sequence becomes straightforward because each label represents a 1 millisecond time step.

Algorithm 1 Decoding neural network output.

1: function DECODE(O, s)
2: Define an \( n \) by \( T \) zero matrix \( M \), where \( n = \text{length}(s) \).
3: \( M[1, 1] \leftarrow O[s[1], 1] \)
4: for \( j \) from 2 to \( T \) do
5: if \( j < (T - n + 1) \) then
6: \( M[1, j] \leftarrow O[s[1], j] \ast M[1, j-1] \)
7: end if
8: end for
9: for \( i \) from 2 to \( n \) do
10: for \( j \) from 1 to \( T \) do
11: if \( j = i \) then
12: \( M[i, j] \leftarrow M[i-1, j-1] \ast O[s[i], j] \)
13: else if \( i < j < (T - n + i) \) then
14: \( p \leftarrow \max(M[i-1, j-1], M[i, j-1]) \)
15: \( M[i, j] \leftarrow p \ast O[s[i], j] \)
16: end if
17: end for
18: end for
19: Call argmax(\( \cdot \)) on each column of \( M \) and store in \( a \).
20: for \( j \) from \( T - 1 \) to 1 do
21: if \( s[j] \geq a[j + 1] \) then
22: \( a[j] \leftarrow a[j + 1] \)
23: end if
24: end for
25: return the phone labels corresponding to the rows of \( O \) indicated by each element in \( a \)
2.4. Assessing the forced alignment performance

A network’s accuracy in the forced alignment task can be calculated by comparing how many of the frame labels from decoding the output match the labels in the test set. We refer to this measure as the path accuracy, denoted \( \text{acc}_{\text{path}} \). Formally,

\[
\text{acc}_{\text{path}} = \frac{\text{\# of \text{frames correctly identified}}}{\text{\# of \text{frames}}},
\]

where \( \text{\# of frames correctly identified} \) is the number of frames correctly identified, and \( \text{\# of frames} \) is the total number of frames.

2.5. Training the networks

The network hyperparameters were initially found for the raw audio input. The training began with finding the hyperparameters for the convolutional layers, which were connected to a 61-neuron fully-connected layer with softmax activation. The order in which the files would be trained on was shuffled at each training epoch, and each file’s frame order was shuffled each time it was fed into the network. The network was tasked with predicting the phone label that corresponds to the frame that was fed into it. It was trained using categorical cross entropy as a loss metric, stochastic gradient descent with Keras’ default values as the optimizer, and a batch size of 256. Each frame was shaped so that each millisecond of samples (16 samples) was its own row in the tensor, resulting in a 25 row by 16 column tensor. Each configuration was monitored with a callback in Keras that would check the validation accuracy of the network after each epoch and save the best performing configuration.

Once the convolutional layers were trained, their weights were frozen, and a new hyperparameter search began. The output layer was removed, the two bidirectional LSTM layers were added, and then another fully-connected layer with 61 neurons with softmax activation was added as an output layer. As with the previous training step, this network used stochastic gradient descent as its optimizer with Keras’ default values, and its loss function was categorical cross entropy. The batch size varied a bit more here due to memory constraints on the network. Each utterance was split into 256 different batches of equal size, using zero-padding at the end if necessary to attain a whole number of batches. The same Keras callback from before was used to save each trial’s most accurate network based on validation accuracy. The best configuration overall was found to be 5 layers of convolutions, with 98, 89, 66, 73, and 47 filters in each layer, respectively; kernel sizes of 1, 2, 1, 1, and 2 in each layer, respectively; stride lengths of 1, 1, 2, and 1 in each layer, respectively; 2 epochs of training before the LSTM layers were attached leading to a validation accuracy of 51.7%; and 1 epoch of training once the LSTM section was attached. The LSTM layers had 64 and 156 units in each layer, respectively.

The MFCC network’s architecture was identical, and the network was trained in the same manner as the raw audio network with the same hyperparameters, just with MFCCs as input instead of audio samples. Based on the validation accuracy, the convolutional section was trained for 1 epoch, and the LSTM section was trained for 7. We realize that this architecture may not be ideal for MFCC data and plan other future comparisons.

3. Results

For both of the final networks, \( \text{acc}_{\text{path}} \), test accuracy on the TIMIT test set, and the median absolute error on the endpoints of each segment compared to the TIMIT transcriptions were calculated. We chose the median absolute error instead of the mean absolute error because we are interested in how the networks perform when they are performing as expected; the mean absolute error would be affected by outliers and not give as good of an idea of the performance. Additionally, we chose the Montreal Forced Aligner to compare the trained networks against a recently released and fairly accurate forced alignment tool. Its \( \text{acc}_{\text{path}} \) was reverse engineered from the boundaries it determined, and its median absolute error were also calculated from its resulting alignment. Because the Montreal Forced Aligner’s transcription scheme differed from that of TIMIT, it was run using the CMU Pronouncing Dictionary to create phone sequences from the TIMIT orthographic transcriptions. The calculated measures may be seen in Table 1.

<table>
<thead>
<tr>
<th>Aligner</th>
<th>( \text{acc}_{\text{path}} ) Value</th>
<th>Test acc.</th>
<th>MAE (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw audio</td>
<td>74.7%</td>
<td>53.6%</td>
<td>0.008</td>
</tr>
<tr>
<td>MFCC</td>
<td>22.0%</td>
<td>0.6%</td>
<td>1.55</td>
</tr>
<tr>
<td>MFA</td>
<td>72.1%</td>
<td>—</td>
<td>0.1</td>
</tr>
</tbody>
</table>

The \( \text{acc}_{\text{path}} \) is highest for the raw audio network, followed closely by the Montreal Forced Aligner, and the MFCC network has by far the lowest value. Given the way that the measure was calculated, this speaks to how well the aligners did in identifying each millisecond of audio. In terms of precision of the output boundaries, the median absolute error is remarkably lower for the raw audio network than the Montreal Forced aligner, indicating that its boundaries are tighter to the ground truth in comparison to the Montreal Forced Aligner. In practice, this would suggest that the median difference between the raw audio network’s boundaries and the ground truth would be 8 ms, while it would be 100 ms for the Montreal Forced Aligner. Given that the \( \text{acc}_{\text{path}} \) value for the raw audio network is as low as it is suggests that there may be some cases where its boundaries are far off the mark, since \( \text{acc}_{\text{path}} \) as defined here is susceptible to outliers. The same may be true for the Montreal Forced Aligner as well. In terms of the hypotheses that each neural net will perform better than the Montreal Forced Aligner, it was borne out that the raw audio network performed marginally better, however the MFCC network did not.

Test accuracies for our networks are not competitive with state-of-the-art systems that perform framewise phone identification, but we provide ours for comparison. Test accuracy is not calculable for the Montreal Forced Aligner since its frame identification cannot be readily accessed.

An example of the produced alignments may be seen in Figure 1. Both the raw audio network and the Montreal Forced Aligner are producing boundaries that are close to the ground truth of the TIMIT transcriptions. However, the output of the MFCC network seems to have made silence the most probable path for each frame, which will inevitably be right some of the time, as evidenced by the \( \text{acc}_{\text{path}} \) value.

4. Discussion and conclusion

Given the results, the network trained on raw audio shows promise for the forced alignment process, surpassing even the Montreal Forced Aligner. Its markedly better performance in terms of the median absolute error is indicative of the raw audio network’s promise in this application. The tighter boundaries are of use to phoneticians and other researchers in need of aligned speech data. Since its median absolute error is so com-
paratively low, it further suggests that when the raw audio network is accurately recognizing the frames, it performs well. Its performance could be further improved by increasing its frame identification accuracy. It should be noted, however, that the Montreal Forced aligner was not trained on speech from the TIMIT speech corpus, so its results may have suffered slightly in comparison to the deep networks trained here. It also used a different transcription scheme, and though we tried to account for this when determining if it identified a frame correctly, it may still have affected accuracy score. Future work will address different transcription schemes more holistically or re-train the Montreal Forced Aligner on TIMIT for a more fair comparison.

The drastic difference between the raw audio network’s performance and the MFCC network’s suggests as well that the network may have learned a better representation in the convolutional layers for the raw audio than for the MFCCs or that the MFCC features the convolutional section learned weren’t very applicable to the LSTM section. What the performance difference also means is that the MFCC network needs different hyperparameters and/or a different architecture than the raw audio one does. It is indeed peculiar that the MFCC model did not come close to matching the performance on the similar task of phone identification shown in [9] (where a raw audio network had a 69.47% frame identification accuracy on the TIMIT test set, and an MFCC model had a 71.80% identification accuracy on the TIMIT test set, both using a conditional random fields technique for decoding). More experimentation may reveal a better architecture and/or hyperparameters for the MFCCs.

On another note, the relative performance of the raw audio model during the different sections of its training seems to parallel some phenomena that are known about human speech perception and auditory cognition. Specifically, it’s known that the process of human speech perception is dynamic and exploits temporal information and patterns in the acoustic signal [21], with even some models of speech perception taking this into account [22][23][24]. The raw audio model’s performance increased once the LSTM layers were added onto it, affording it the ability to move beyond decontextualized frame classification to exploiting the temporal context of the acoustic data to inform its predictions. This similarity suggests that there is some relation between how the neural network is mathematically learning to separate the phone classes and human speech perception. Ultimately, deep neural networks may prove to be a useful tool for modeling human predictions about speech; the information being processed is similar, and the networks seem to benefit from access to similar information that humans use.

Future research on the connections between neural networks and human cognition could perhaps take the form of repeating speech perception experiments like testing a /dal/-/hal/ voice onset time continuum as in [25]. The network’s responses could be compared with human responses to the same stimuli. If similar results are found between the network’s and humans’ responses, it could be concluded that deep neural networks use perceptual information in a way similar to humans. It would further suggest that investigating what neural networks learn could provide further insight into what cues humans might be using in the process of speech perception.

In sum, forced alignment tools have yet to truly be brought into the age of deep learning. The present results are a step in that direction. The performance of the deep networks in the alignment task show promise, but require more refinement. Though the results presented here are restricted to only the TIMIT speech corpus, our modeling process is ongoing, and we are hopeful that new architecture configurations will provide even better results. After additional training and testing on other speech data sets and improving computational efficiency, we intend to release the resultant system as an open-source command-line utility.
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