Effectiveness of Single-Channel BLSTM Enhancement for Language Identification
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Abstract

This paper proposes to apply deep neural network (DNN)-based single-channel speech enhancement (SE) to language identification. The 2017 language recognition evaluation (LRE17) introduced noisy audios from videos, in addition to the telephone conversation from past challenges. Because of that, adapting models from telephone speech to noisy speech from the video domain was required to obtain optimum performance. However, such adaptation requires knowledge of the audio domain and availability of in-domain data. Instead of adaptation, we propose to use a speech enhancement step to clean up the noisy audio as preprocessing for language identification. We used a bi-directional long short-term memory (BLSTM) neural network, which given log-Mel noisy features predicts a spectral mask indicating how clean each time-frequency bin is. The noisy spectrogram is multiplied by this predicted mask to obtain the enhanced magnitude spectrogram, and it is transformed back into the time domain by using the unaltered noisy speech phase. The experiments show significant improvement to language identification of noisy speech, for systems with and without domain adaptation, while preserving the identification performance in the telephone audio domain. In the best adapted state-of-the-art bottleneck i-vector system the relative improvement is 11.3% for noisy speech.

Index Terms: speech enhancement, BLSTM, language recognition, NIST LRE17.

1. Introduction

Language recognition refers to the process of automatically detecting the language spoken in a speech utterance. Its applications range across customized speech recognition, multilingual translation, service customization and forensics [1]. The focus of research in the field has been on developing recognition methods to improve the performance of general systems, while little attention has been given to improving the noise-robustness of language recognition systems.

NIST Language recognition evaluations (LRE) has played an instrumental role in driving language recognition research over the years and LRE constantly increases the challenge level of its evaluations. The most recent LRE 2017 evaluation [2] presents a new scenario with a significant mismatch between training and evaluation data. The training dataset consists of a large amount of narrow-band telephone speech, which is in line with previous evaluations. However, the evaluation dataset consists of a combination of narrow-band telephone data and wideband data from Internet videos. Furthermore, the LRE 2017 organizers provide a limited amount of in-domain development data for model adaptation and calibration purposes. While telephone speech contains low levels of noise and reverberation, we observed that the video data are severely degraded by babble noise, music and reverberation.

Single-channel speech enhancement (SE) can be used as preprocessing to mitigate the aforementioned degradation and reduce the mismatch between training and evaluation data. SE has been widely used as preprocessing for speech applications, such as automatic speech recognition (ASR) [3], speaker verification [4], mobile communications and hearing aids [5]. In this study we investigate the effectiveness of utilizing single-channel SE to improve the noise-robustness of a language recognition system.

It has been experimentally shown that applying ideal binary mask in the time-frequency domain is able to improve speech intelligibility of noisy speech signals for both normal hearing and hearing impaired listeners with various noise types [6]. Various ideal ratio masks have become preferable over ideal binary mask in recent studies [5, 7, 8]. In [9, 10] a DNN is trained to predict clean speech from noisy speech without the use of a mask by casting it as a regression problem. A long short-term memory (LSTM) network has shown to outperform feed-forward DNN methods, when used as preprocessing for noise robust ASR [3], and the bidirectional extension of LSTM (BLSTM) achieves further improvement [8]. This paper follows the success of the BLSTM SE method, and applies it to a language recognition system. The BLSTM SE is processed in the time-frequency domain, but only deals with the magnitude while the phase component remains corrupted, similar to the other DNN-based SE methods. The method internally predicts a mask from BLSTM, and the predicted mask is multiplied by the noisy speech magnitude, which yields the enhanced magnitude. The network is trained with the mean square error criterion between the clean and enhanced magnitudes. In BLSTM SE (and other DNN-based enhancement), only additive noise is considered, where the noise source is extracted from in-domain data with limited size in our setup. The effectiveness of BLSTM SE on the language identification is evaluated by a state-of-the-art bottleneck i-vector LRE system, where BLSTM SE is used as preprocessing of the LRE system [11].

To validate the effectiveness of BLSTM SE methods, we also compare our SE with the optimally-modified log-spectral amplitude (OM-LSA) speech estimator with the improved minimum controlled recursive averaging (IMCRA) noise estimator [12], [13]. OM-LSA is a well-known signal processing method that does not require data-driven training and adaption stages.

2. Speech Enhancement system

2.1. Speech enhancement system evaluation

To verify if the SE model itself works, it should be evaluated with listening test to fully evaluate the performance. However,
to quickly and cheaply evaluate development work, a number of objective algorithms are used instead. These algorithms are designed to emulate human evaluation of SE, with a higher score being better. The first is perceptual evaluation of speech quality (PESQ) which is meant to emulate human evaluation of the pleasantness of listening to the speech audio [14, 15]. The PESQ score is defined in the interval $[-0.5, 4.5]$. Another is the short-time objective intelligibility measure (STOI) [16] and the extended STOI (eSTOI) [17] meant to emulate human word comprehension, i.e. a human word error rate if you will. They are defined in the interval $(-\infty, \infty)$. The enhancement algorithms in this paper are evaluated with these measures by comparing their enhanced signals to the original uncorrupted signals. The need for uncorrupted signals restricts this evaluation form to simulated data.

### 2.2. Speech enhancement dataset

This section describes our speech enhancement dataset, which is generated for the purpose of speech enhancement experiments on the LRE17 task. The corruption of a speech signal can be seen as two types: additive and convolutional. Additive noise is typically independent of background noise, whereas convolutional noise can come from reverberation in rooms, and will be correlated with the speech signal. In this study we only consider additive noise, where we adopt the signal model for the noisy speech signal $y$ as

$$y(t) = s(t) + n(t)$$

where $s$ is the speech signal and $n$ is the noise signal.

In the dataset, noisy speech signals are created for each SNR level of $\{-3, 0, 3, 6, 9, 12, 15\}$ dB equally. Simple voice activity detection is used to account for silence regions in speech signals, when calculating the energy. The training and validation datasets have no overlap and are split into 90 and 10 percent, respectively. The speech signals are taken from the LRE17 training set consisting of 2069 hours of telephone conversations. They are all sampled with 8 kHz with a mix of precision encodings. The noise signals come from the audio signals in the LRE17 development video domain. Most of these audios except for the talk shows contain noisy speech segments. Examples of background noise are babble, television, clapping, laughing, kitchen work and wind. The dataset also includes signals with reverberation which are left as is. Speech segments in these signals have been manually marked as speech intervals. A noise signal is a concatenation of all non-speech intervals in a noisy speech signal. The concatenation is performed with 128 samples of overlap and using a Hanning window of length 256 samples. Noise intervals less than 125 milliseconds are discarded. This results in 6.6 hours of noise signals, which are expected to be closer to the noise sources in the target domain. Note that these noise signals potentially contain background speech since some recordings are annotated with segments of dominant speakers, and the aforementioned approach unintentionally includes speech segments of non-dominant speakers as noises. The noise signals are repeated to create 2069 hours of speech and noisy speech signal pairs, which are then cut into 5 seconds long segments.

Now we describe the input feature for our BLSTM speech enhancement system. First, the noisy speech signal in the time domain is transformed using short time Fourier transform (STFT) into a time-frequency domain spectrogram. We use a modified Hanning window $w$ of length 256 samples and an overlap/step of 128 samples.

$$w[k] = \frac{1}{2} - \frac{1}{2} \cos \left( 2\pi \left( \frac{k - \frac{K-1}{2}}{K} \right) \right), \quad k = 0, 1, \ldots, K - 1$$

After STFT, we extract the 100-bin log Mel filterbank coefficients. Finally, the filterbank coefficients are normalized using the global mean and variance computed over the training samples. With these input features, the BLSTM model outputs the mask for each time-frequency bin, which is then multiplied by the original noisy speech magnitude spectrogram to get the enhanced magnitude spectrogram as an approximation of the uncorrupted speech. The time domain signal of the enhanced speech can be synthesized by using the inverse STFT, where the phase is taken from the original noisy speech spectrogram.

### 2.3. Model and training

We adopt BLSTM-based model architecture as speech enhancement. BLSTM recurrent neural networks offer an elegant way to incorporate context information, instead of explicitly choosing the context based on feed-forward neural networks. The baseline BLSTM has 2 layers with 384 hidden units with an additional fully connected layer to transform concatenation of the bi-directional output of 768 units to 129 frequency bins for each time step. A sigmoid activation function is applied to constrain the mask to the interval from 0 to 1. By following the previous work of [8], we consider magnitude time-frequency approximation instead of a mask approximation for the objective function. First, we consider the following distance function $D(\cdot)$:

$$D(\hat{a} \circ |Y| - a \circ |Y|)$$

where $a$ is the ideal mask, $o$ is element-wise multiplication, $\hat{a}$ is the approximated mask obtained by BLSTM, and $|Y|$ is the magnitude time-frequency representation of the noisy speech. For the sake of simplicity, we omit the time-frequency index in the formulation. Several masks have been proposed and an overview can be found in [8]. The SE system uses the ideal amplitude mask $a_{\text{aim}}$

$$a_{\text{aim}} = \frac{|S|}{|Y|}$$

where $|S|$ is the magnitude time-frequency representation of the uncorrupted speech. Equation (3) reduces to

$$D(\hat{a} \circ |Y| - a_{\text{aim}} \circ |Y|) = D(\hat{a} \circ |Y| - |S|).$$

With this representation, the mean squared error (MSE) based objective function is represented as:

$$\min_{\theta \in \mathbb{R}^n} \frac{1}{M} \sum_{m=0}^{M-1} (\hat{a} \circ |Y| - |S|)^2$$

with $M$ being the number of total samples in a minibatch, $n$ being the number of BLSTM parameters, and $\theta$ is the BLSTM parameter space. Adam is used as a stochastic minimizer. The model is implemented in the PyTorch framework.

### 3. Language recognition system

Figure 1 shows the pipeline of a state-of-the-art i-vector language recognition system with an additional speech enhancement step. Following, we explain each of the steps.
3.1. Feature extraction

We computed 20 dimensional Mel-frequency cepstral coefficients (MFCCs) from the noisy/enhanced speech signal. From MFCCs, we obtained phonetic discriminant bottleneck features (BNF). The bottleneck network was trained on 1800 hours of Fisher English using Kaldi NNet2 [19]. The network consisted of 7 hidden layers, the 6th layer was an 80 dimensional linear bottleneck layer; the rest were TDNN layers with p-norm activations with input/output dimension equal to 3500/350. The output layer was a softmax that classifies 5577 senone acoustic units. Short-term mean and variance normalization was applied with 3 second sliding window and silence frames were removed.

3.2. i-Vectors

The i-vector paradigm [20] transforms the sequence of BNFs into a fixed-dimensional embedding. Each speech segment is modeled by a Gaussian mixture model (GMM) whose supervector mean \( \mathbf{M} \) is assumed to be

\[
\mathbf{M}_l = \mathbf{m} + \mathbf{T}_w, \tag{7}
\]

where \( \mathbf{m} \) is the GMM-UBM mean super-vector, \( \mathbf{T} \) is a low-rank matrix and \( \mathbf{w} \) is a standard normal distributed vector. \( \mathbf{M} \) defines the total variability space, i.e. the directions in which we can move the UBM to adapt it to a specific segment. The GMM-UBM represents the speaker-independent distribution of feature vectors. The maximum a posteriori (MAP) point estimate of \( \mathbf{w} \) is the i-vector embedding.

3.3. Gaussian back-end (GBE) with domain adaptation

We used a linear Gaussian classifier to compute the language log-likelihood scores from the i-vectors. This back-end models each class with a Gaussian where the within-class covariance matrix is shared across languages. We equalized the weight of each language in the covariance estimation.

For domain adaptation, we computed the a priori back-end means and covariances on out-domain data and applied Maximum a posteriori (MAP) adaptation using in-domain data. The adaptation equations for the Gaussian classifier are

\[
\mu_l = \alpha_l \mu_{ML_l} + (1 - \alpha_l) \mu_0, \quad l = 1, \ldots, L \tag{8}
\]

\[
\mathbf{S}_W = \frac{1}{L} \sum_{l=1}^{L} [\beta_l \mathbf{S}_{ML_l} + (1 - \beta_l) \mathbf{S}_0]
+ \beta_l (1 - \alpha_l) (\mu_{ML_l} - \mu_0) (\mu_{ML_l} - \mu_0)^T \tag{9}
\]

where

\[
\alpha_l = \frac{N_l}{N_l + r_{\mu}}, \quad \beta_l = \frac{N_l}{N_l + r_{\mathbf{S}}}; \tag{10}
\]

\( L \) is the number of languages, \( N_l \) is the number of samples of language \( l \); \( \mu_0 \) and \( \mathbf{S}_0 \) are the prior means and covariance; \( \mu_{ML_l} \) and \( \mathbf{S}_{ML_l} \) are the maximum likelihood means and covariances for language \( l \) computed on the in-domain data; and \( r_{\mu} \) and \( r_{\mathbf{S}} \) are the relevance factors.

3.4. Calibration

Finally, we applied a linear calibration function to convert the Gaussian back-end scores into well-calibrated log-likelihoods. The calibration function had a language dependent bias and a common scaling parameter, and was trained using multi-class logistic regression.

4. Experimental setup

4.1. NIST LRE17 dataset

We evaluated our approach on the NIST language recognition evaluation 2017 (LRE17) task [2]. The LRE17 task consists of closed set language identification between 14 languages from 5 language clusters (Arabic, English, Slavic, Iberian and Chinese).

We focused on the fixed condition where the organizers constrained the datasets allowed for system development. NIST provided a training set (TRN17) consisting of narrow-band telephony speech built from previous NIST evaluations (around 2000h). Switchboard and Fisher English telephony corpora were also allowed for training. Additionally, NIST provided a development set (DEV17) containing around 60 hours of speech from a domain similar to the evaluation set. Both, development and evaluation sets contain audios from two sources: narrow-band telephony and broadcast radio (MLS14); and wide-band video (VAST). MLS14 audio files consisted of segments of 3, 10 and 30 seconds while VAST audio files contained the full duration of the original source video file.

Language recognition systems were requested to provide a vector of calibrated log-likelihoods, one for each target language. Performance was measured using a detection cost function which is a weighted average of miss and false alarm rates.

\[
C(\gamma) = \frac{1}{L} \sum_{i=0}^{L} \left[ P_{\text{Miss}}(i, \gamma) + \frac{\gamma}{L - 1} \sum_{j \neq i} P_{\text{FA}}(i, j, \gamma) \right] \tag{11}
\]

where \( \gamma = (1 - P_{T_f})/P_{T_r} \). \( P_{T_r} \) is the target language prior, and \( L \) the number of languages. \( P_{\text{Miss}}(i, \gamma) \) is the miss rate for language \( i \) and \( P_{\text{FA}}(i, j, \gamma) \) is the probability of detecting language \( i \) in an audio containing language \( j \). Miss and false alarms are computed by applying detection thresholds \( \log(\gamma) \) to the language log-likelihood ratios (derived from the calibrated log-likelihoods). The primary metric averages (11) for two operating points, \( P_{T_r} = 0.5 \) and \( P_{T_r} = 0.1 \). Also, the counts of each corpus (MLS14 and VAST) are equalized when computing the cost function so both have the same weight in the metric.

4.2. Experiments

The baseline is the language recognition system described in Section 3. We considered systems with Gaussian back-end non-adapted to the LRE17 development set; adapted to the full development set (condition independent); and adapted to the specific domain (condition dependent), i.e., different adapted
Table 1: Result for the speech quality (PESQ), speech intelligibility (STOI, eSTOI), and audio source separation (SDR) for the simulated validation set. The values should be compared relative to the reference values. Higher is better for all speech enhancement measures.

<table>
<thead>
<tr>
<th>System</th>
<th>PESQ</th>
<th>STOI</th>
<th>eSTOI</th>
<th>SDR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference</td>
<td>2.456</td>
<td>0.733</td>
<td>0.565</td>
<td>4.395</td>
</tr>
<tr>
<td>OM-LSA</td>
<td>2.379</td>
<td>0.708</td>
<td>0.546</td>
<td>6.502</td>
</tr>
<tr>
<td>BLSTM</td>
<td>2.815</td>
<td>0.793</td>
<td>0.634</td>
<td>12.333</td>
</tr>
</tbody>
</table>

15 dB SNR:
Reference 3.042 0.875 0.761 13.507
OM-LSA 2.805 0.841 0.730 13.249
BLSTM 3.305 0.895 0.801 18.670

-3 dB SNR:
Reference 1.895 0.508 0.362 −4.626
OM-LSA 1.809 0.541 0.346 −1.722
BLSTM 2.291 0.665 0.440 5.517

5. Results
5.1. Speech quality measures
Table 1 shows the SE performance with four performance measures (PESQ, STOI, eSTOI, and SDR), as introduced in Section 2.1. The performance of OM-LSA was slightly degraded on the PESQ, STOI, eSTOI scores, but improved on the SDR score. This is because OM-LSA tends to remove noise components overly, which would affect the speech quality and intelligibility, especially for the high SNR setting. On the other hand, the BLSTM SE system outperformed OM-LSA for all measures consistently in both high and low SNR settings.

5.2. Language recognition
Table 2 presents language recognition in terms of the detection cost as defined in Section 4.1. The OM-LSA method improved the VAST (noisy video) performance from the baseline in most of the cases, but significantly degraded the MLS14 (telephone) in all cases. Meanwhile, the proposed BLSTM improved the performance in all the adaptation conditions, outperforming OM-LSA. For the MLS14 case, the BLSTM performance was degraded in some cases, but not significantly. For the VAST case, the improvement was very significant in all conditions. The best language recognizer, including condition dependent back-end and calibration, achieved 11.3% relative improvement when using our BLSTM SE. In average of the MLS14 and VAST cases, the relative improvement of BLSTM SE was around 6.3%, which is still significant.

Another thing worth mentioning is that, with applying SE, the gap between condition-dependent and condition-independent back-end systems was reduced. This property is useful in a real application, since we can avoid using a complicated condition-dependent system, which requires multiple domain-dependent models with a precise domain detector.

Table 2: Results for the addition of a preprocessing speech enhancement step, for different language recognition systems. We consider systems with three types of back-end non-adapted to the development data, condition independent adapted (CI) and condition dependent adapted (CD); and two calibrations, condition independent and dependent. The values are from equation (11), where lower is better and the MLS14 and VAST display the result for the telephone and video audio respectively. The Baseline systems are without the preprocessing speech enhancement step.

<table>
<thead>
<tr>
<th>System</th>
<th>Baseline</th>
<th>OM-LSA</th>
<th>BLSTM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost average:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GBE Non-adapt + Cal-CI</td>
<td>0.306</td>
<td>0.289</td>
<td>0.269</td>
</tr>
<tr>
<td>GBE Non-adapt + Cal-CD</td>
<td>0.292</td>
<td>0.277</td>
<td>0.265</td>
</tr>
<tr>
<td>GBE Adapt-CI + Cal-CI</td>
<td>0.234</td>
<td>0.238</td>
<td>0.207</td>
</tr>
<tr>
<td>GBE Adapt-CI + Cal-CD</td>
<td>0.221</td>
<td>0.227</td>
<td>0.199</td>
</tr>
<tr>
<td>GBE Adapt-CD + Cal-CI</td>
<td>0.219</td>
<td>0.235</td>
<td>0.209</td>
</tr>
<tr>
<td>GBE Adapt-CD + Cal-CD</td>
<td>0.206</td>
<td>0.218</td>
<td>0.193</td>
</tr>
<tr>
<td>MLS14:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GBE Non-adapt + Cal-CI</td>
<td>0.198</td>
<td>0.218</td>
<td>0.193</td>
</tr>
<tr>
<td>GBE Non-adapt + Cal-CD</td>
<td>0.193</td>
<td>0.213</td>
<td>0.192</td>
</tr>
<tr>
<td>GBE Adapt-CI + Cal-CI</td>
<td>0.165</td>
<td>0.185</td>
<td>0.165</td>
</tr>
<tr>
<td>GBE Adapt-CI + Cal-CD</td>
<td>0.162</td>
<td>0.183</td>
<td>0.164</td>
</tr>
<tr>
<td>GBE Adapt-CD + Cal-CI</td>
<td>0.168</td>
<td>0.188</td>
<td>0.169</td>
</tr>
<tr>
<td>GBE Adapt-CD + Cal-CD</td>
<td>0.164</td>
<td>0.185</td>
<td>0.166</td>
</tr>
<tr>
<td>VAST:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GBE Non-adapt + Cal-CI</td>
<td>0.414</td>
<td>0.360</td>
<td>0.346</td>
</tr>
<tr>
<td>GBE Non-adapt + Cal-CD</td>
<td>0.391</td>
<td>0.340</td>
<td>0.337</td>
</tr>
<tr>
<td>GBE Adapt-CI + Cal-CI</td>
<td>0.304</td>
<td>0.291</td>
<td>0.249</td>
</tr>
<tr>
<td>GBE Adapt-CI + Cal-CD</td>
<td>0.280</td>
<td>0.270</td>
<td>0.235</td>
</tr>
<tr>
<td>GBE Adapt-CD + Cal-CI</td>
<td>0.270</td>
<td>0.282</td>
<td>0.249</td>
</tr>
<tr>
<td>GBE Adapt-CD + Cal-CD</td>
<td>0.248</td>
<td>0.252</td>
<td>0.220</td>
</tr>
</tbody>
</table>

6. Conclusions
We proposed a BLSTM speech enhancement technique to improve language recognition in a noisy signal condition. The BLSTM is trained to estimate a time-frequency mask indicating the quality of each frequency bin. Using this mask, we obtain an enhanced version of the signal spectrogram, and recover the time domain waveform. We evaluated the quality of the enhanced signals in the recent NIST 2017 language recognition evaluation, where there is a condition with noisy audio from Internet videos. We compared results using the proposed method and baseline OM-LSA; also adapting the language recognition system to the target domain and non-adapting. In the noisy condition, we obtained performance gains around 16% for the case without adaptation and around 11% for the case where we performed condition dependent adaptation of the recognizer. Performance in clean conditions was not degraded. Also, speech enhancement contributed to reduce the gap between condition dependent and independent recognizers, which could greatly simplify the systems.

As future work, we plan to use more realistic noise databases like CHiME-4 [21], and Musan [22]. Additionally, reverberation could be simulated as well to reduce the noise mismatch further. Also, we want to perform speech enhancement in wide-band speech, instead of downsampling to 8 kHz, which should improve the language recognition performance on videos.
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