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Abstract
In this paper, we describe components that form a part of USC-SAIL team’s submissions to Track 1 and Track 2 of the second DIHARD speaker diarization challenge. We describe each module in our speaker diarization pipeline and explain the rationale behind our choice of algorithms for each module, while comparing the Diarization Error Rate (DER) against different module combinations. We propose a clustering scheme based on spectral clustering that yields competitive performance. Moreover, we introduce an overlap detection scheme and a re-segmentation system for speaker diarization and investigate their performances using controlled and in-the-wild conditions. In addition, we describe the additional components that will be integrated to our speaker diarization system. To pursue the best performance, we compare our system with the state-of-the-art methods that are presented in the previous challenge and literature. We include preliminary results of our speaker diarization system on the evaluation data from the second DIHARD challenge.

Index Terms: speaker diarization, spectral clustering

1. Introduction
Speaker diarization has been considered as one of the most challenging tasks in the field of speech signal processing since it shows a degraded performance for conversations with frequent speaker turns and harsh acoustic conditions. The second DIHARD challenge dataset demonstrates these challenges well by including audio clips with a variety of speaker numbers or various acoustic conditions. Thus, we propose a range of methods to overcome these challenging problems. Firstly, we recognize speaker diarization for overlap speech and short segments as the most challenging task that cannot be covered by conventional segmentation-and-clustering algorithm. Thus, we employ overlap detection and re-segmentation components to tackle this issue. Secondly, there has been a need for speaker representation and clustering scheme robust to a slew of different acoustic conditions. Since the second DIHARD challenge provides a development dataset in diverse and challenging acoustic conditions, we use the same to find the best performing speaker representations and clustering methods. Our proposed speaker clustering scheme is compared with Agglomerative Hierarchical Clustering (AHC) algorithm that has been known to be state-of-the-art method. Moreover, we show a performance comparison between Probabilistic Linear Discriminant Analysis (PLDA) coupled with AHC and spectral clustering coupled with cosine similarity.

2. Proposed Speaker Diarization System
The overall data flow of our best performing system is described in Fig.1. However, in the current section we describe all the methods we have experimented with and compare the performance with various combinations of components.

2.1. Data augmentation and feature extraction
Since DIHARD challenge targets a wide range of acoustic conditions and microphone setups, we curate our training data from multiple sources. We collect the train and test portions from NIST SRE (Speaker Recognition Evaluation) ‘04, ‘05, ‘06 and ‘08 and Switchboard corpora representing telephonic and broadcast news at 8kHz, and dev sets from Voxceleb 1 and 2 representing ‘in-the-wild’ speech at 16kHz. The combined data consists of 200,000 utterances spanning 8200 hours of speech. We perform three types of data augmentations: additive noise consisting of isotropic noises from the DEMAND [1] and REVERB [2] challenge database; reverberating the clean signal with room impulse responses from the RWCP sound scene database [3], the REVERB challenge database and the Aachen impulse response database (AIR) [4]; and finally reverberating the noisy signal. We opt to upsample all the audio files to 16kHz before the feature extraction process [5].

2.2. Speech Activity Detection (SAD)
Track 2 of DIHARD challenge requires diarization from scratch; hence the system needs an SAD module for detecting the speech and non-speech regions. A 3 layer fully-connected feedforward network is used for training the SAD. The training data comprises of 20 dimensional MFCs computed from a subset of the augmented data mentioned in Section 2.1. The inputs are fed into the network with rectified linear unit (ReLU) activations. Each layer of the network contains 1024 neurons. The network is trained using adam optimizer to minimize the cross-entropy loss between predicted output labels and true output labels. Batch-normalization and dropout (dropout rate = 0.3) are used to the layers for regularization. During testing, Gaussian smoothing filter is employed on the posterior probabilities followed by thresholding for refining the SAD output.
2.3. Speaker Representation

2.3.1. X-vectors

X-vectors are fixed-dimensional speaker embeddings, known to achieve state-of-the-art performance for speaker recognition [6] and diarization [5] tasks. The first few layers of the neural architecture operate at the frame level and are inspired from the Time-Delay Neural networks (TDNNs) [7] where each layer sees a different temporal context. Then, a statistics pooling layer is used to collect the outputs of the last layer of the TDNN and compute the mean and standard deviation vectors. The next few dense layers operate at the segment level before a softmax inference layer maps segments to speaker labels. The activations of the first dense layer are selected as speaker embeddings. We use two different types of x-vector models. The first model, which we refer to as x-vec I, is an x-vector extractor1 pre-trained on Voxceleb 1 and 2 datasets following the neural architecture proposed in [6]. The second model, which we refer to as x-vec II, is also an x-vector extractor2 trained on SRE data and SWBD datasets.

2.3.2. Hybrid DNN-TVM model

We employ a speaker embedding extractor based on the Hybrid DNN-TVM model that is introduced by Travadi et al. [8]. Hybrid DNN-TVM (HDT) model incorporates TDNN in the initial layers and replaces the statistical pooling layer with the Total Variability Model (TVM). The output of TVM model is passed through an affine transformation and the transformed vector is sent to a fully-connected network. The entire network is then trained with cross-entropy loss. Thus, HDT model leverages the strength of both TDNN and TVM since TVM gives better fixed-dimensional representation of the TDNN output compared with the relatively simple mean and variance operations.

2.4. Denoising System

Motivated by the success of conditional generative adversarial network (CGAN) in speech enhancement [9] and i-vector transformation in short-utterance speaker verification [10], we propose to use CGAN on x-vector embeddings to compensate for additive noise in the speaker diarization framework. The approach is to train CGAN using both clean and noisy x-vectors, which can generate denoised x-vectors from noisy input x-vectors. For training the CGAN-based denoising model, we extract both the noise- and reverberation-augmented x-vectors from the data generated by our augmentation process (Section 2.1), and corresponding clean x-vectors as the clean samples. In CGAN setup, both the generator (G) and discriminator (D) have a conditional input, which is the noisy x-vectors for our case. The generator tries to produce denoised x-vectors closer to clean x-vectors, while the discriminator tries to discriminate between clean and generator produced x-vectors. We use Wasserstein GAN [11] model in the CGAN framework. Furthermore, similar to [10], we incorporate multi-task training of G, where the generator network is integrated with another network Gsup for speaker prediction. The first section G is optimized to simultaneously reduce the generator loss, mean square error (MSE) loss and cross-entropy (CE) loss. MSE is computed between generator-produced x-vectors and clean x-vectors while training. The objective function of the second section, i.e., Gsup is to minimize CE loss. The output of the first section is directly fed to the second section. We expect a denoised output from the first section in addition to retaining speaker discriminative information due to the second section. After the completion of CGAN training, only the G network is used to produce a denoised x-vector. The initial ideas are explored in this paper, and more detailed models and experiments are planned for future work.

2.5. Distance measure

2.5.1. PLDA

Probabilistic Linear Discriminant Analysis (PLDA) [12, 13] provides a framework in which each data point is considered to be the output of a model which incorporates both within-individual and between-individual variation. Removing the channel-specific information, as proposed in [14], each speaker embedding vi can be decomposed as

\[ v_i = m + \Phi \beta_i + e_i, \quad \beta_i \sim N(0, I), \quad e_i \sim N(0, \Sigma) \]  

and the similarity score between vi and vj can be computed via the hypothesis test

\[ \text{PLDA}(v_i, v_j) = \log \left( \frac{p(v_i, v_j|\text{same spk})}{p(v_i|\text{dif. spk})p(v_j|\text{dif. spk})} \right) \] 

Three PLDA systems are evaluated: (a) the pre-trained PLDA model which comes with the pre-trained x-vector extractor, (b) a model trained on a subset of 128K utterances from the clean portion of our data, (c) a model trained on a subset of 64K utterances from the clean portion of our data, plus 64K utterances from the augmented portion of the data. In both cases (b) and (c), PLDA is trained on length-normalized [15] x-vectors, and the DIHARD development set is used to find the suitable whitening and centering transformations.

2.5.2. Cosine similarity

We employ cosine similarity (CS) only for spectral clustering since it achieves superior performance compared with PLDA score. For two arbitrary speaker embedding vectors x and y, cosine similarity is calculated as below:

\[ \cos(x, y) = \frac{x \cdot y}{||x|| ||y||} \] 

2.6. Clustering

2.6.1. Agglomerative Hierarchical Clustering

Agglomerative Hierarchical Clustering (AHC) is a traditional clustering scheme used in diarization systems [16]. Under this approach, clustering is done in an iterative manner where, at every step, two segments or sets of segments with the minimum distance are clustered together until a desired distance threshold is reached. The threshold is optimized on the development set. Instead of re-extracting the speaker embeddings at every step of the process, average linking is used [17].

Based on initial experiments, the threshold and standard deviation parameters for Gaussian smoothing filter have been chosen to be 0.85 and 1.4 respectively. The SAD system resulted in f1-score of 85.19% on DIHARD dev set.
Spectral clustering has been employed in a few studies [18, 19, 20] for speaker diarization. Unlike the previous studies, we employ binary affinity matrix with pruning process that focuses only on the connectivity between segments. Moreover, we estimate the number of speakers before performing spectral clustering. The overall process of our spectral clustering scheme can be described as below:

1) **Input Matrix:** Given \( N \) segments, we obtain \( N \) by \( N \) affinity matrix \( X \) where each element is the cosine similarity between two segments. This input matrix is min-max normalized to 0-1 range.

2) **Binarization:** For each row, assign 0 if the cosine similarity is below the \( p \)-percentile in the row. If not, assign 1. We optimize the threshold (\( p = 3 \)) on DIHARD dev set.

3) **Symmetrization:** To make undirected connections, we perform symmetrization as follows:

\[
X_s = \frac{1}{2}(X + X^T)
\]  

4) **Eigen Gap Analysis:** We perform eigen gap analysis to obtain the number of speakers. This helps to get accurate speaker labels while performing spectral clustering.

1) Get Laplacian matrix by the following formula:

\[
d_i = \sum_{k=1}^{M} a_{ik}
\]

\[
D_e = \text{diag}\{d_1, d_2, ..., d_M\}
\]

\[
L_e = D_e - X_s
\]  

2) Perform Singular Value Decomposition (SVD) to obtain eigen values:

\[
L_e = U \Sigma V^T
\]  

3) Create an eigen gap vector as follows:

\[
e_c = [\lambda_2 - \lambda_1, \lambda_3 - \lambda_2, \ldots, \lambda_M - \lambda_{M-1}]
\]  

4) Find the argument max from the vector \( e_c \)

\[
\hat{n}_s = \min(\arg\max_n(e_c), N_s)
\]

where we cap the maximum speaker number. We use \( N_s = 8 \) for our proposed system.

5) **Clustering on Spectral Domain:** From the eigen values we get from stage 4, we obtain \( \hat{n}_s \)-eigen-vectors paired with \( \hat{n}_s \)-smallest eigen values. For every segment, these eigen vectors are considered as \( \hat{n}_s \)-dimensional spectral embedding. Spectral embeddings are then clustered by K-means clustering algorithm. We use the implementations of spectral clustering and K-means algorithm in [21].

Based on our experiments, our proposed spectral clustering scheme using cosine similarity results in lower DER when compared with AHC along with PLDA. There are two major factors influencing the performance gap between these two methods. First, we find that PLDA gives competitive performance when PLDA is trained and adapted on datasets which have acoustic conditions close to the test set. However, since the DIHARD evaluation dataset has large variability in acoustic conditions, PLDA faces significant mismatch between train and test conditions. Second, the optimal stopping criterion for AHC varies widely across different datasets and PLDA models. On the other hand, the best threshold value \( p \) for spectral clustering is relatively consistent over various datasets.

### 2.7. Overlap detection

We train a DNN based overlapped speech detector (OD) that classifies voiced speech into overlapped vs non-overlapped. We select AMI, ICSI (meeting corpora with significant overlapped speech) and CALLHOME (telephone speech) for training. We augment the training corpora with noise and reverberated speech, similar to Section 2.1. Spliced MFCC features (20-dimensional, \( \pm 15 \) frames) are provided as input to the network. The neural network consists of 4 dense layers containing 256 neurons in each layer, followed by a statistics pooling layer and 2 embedding layers with 32 neurons each. The network is trained to minimize cross-entropy loss using adam [22]. Roughly 10% of the train data is held-out to determine the optimum stopping criterion. On this held-out set, the system returned an f-score of 0.79. During evaluation on the dev portion of DIHARD data, we remove overlapped segments shorter than 0.2 seconds in order to remove false positives. This improved the mean f-score from 0.81 to 0.83.

We introduce overlapped speech to the output from clustering module as follows: At every frame labelled as overlapped speech (current frame), if a speaker change point occurs in the vicinity (0.25 seconds) we assign the new speaker as the second speaker for current frame. Speaker change point in this context is defined as change between speakers, and excludes changes between speakers and silence. We observed that this method did not result in overall DER change, but contributed to overall DER decrease after re-segmentation.

Considering that the DIHARD dev set consists of multiple domains with large acoustic and ambient noise variations, we suspected that the signal quality influences overlap detection performance. Using SNR as an estimate of signal quality, we observed that while sessions with high SNR resulted in better overlap detection performance, sessions with lower SNR exhibit wide variation (Figure 2). Hence, we choose an optimum SNR to maximize overlapped detector performance.

### 2.8. Viterbi Re-segmentation

The final component in our pipeline is Viterbi re-segmentation. Within each session, Gaussian mixture models with 128 components per speaker are trained from 20-dimensional MFCCs, with the number of components scaled down for speakers with too few frames. During decoding speaker posteriors are computed at every block, where a block is defined as 20 consecutive frames. Block decoding results in smoother speaker labels...
and faster decoding time against frame-level decoding. The top two speakers (based on posterior probabilities) are assigned at frames with overlapped speech. Similar to overlap detector, the value of SNR is optimized to selectively apply re-segmentation.

### 3. Experimental Results

#### 3.1. Track 1: Reference SAD

We compare the results from various combinations of components in Table 1. Systems (1), (2) and (3) test the performance of AHC algorithm with three different PLDA models. We can see that adapting the PLDA model to DIHARD dev set gives poor results on eval set since the PLDA c) model performs worse than the PLDA a) for eval set. Overall, the PLDA and AHC combination does not show a competitive performance compared with other combinations suggesting that using a very small subset of PLDA scores leads to a poor performance. We also test the performance of AHC coupled with cosine similarity in system (4). Note that system (4) shows very poor performance since AHC cannot be optimized with an accurate stopping criterion using cosine similarity. System (5) employs HDT embedding with spectral clustering and cosine similarity. We expect to gauge the contribution of speaker embedding by conducting the experiments with system (5). System (6) is tested with the embedding denoiser that is designed to mitigate the effect of noise. System (8) is our best performing system on dev set with x-vec I. The best performing system employs spectral clustering with cosine similarity. Since system (7) performs the best with x-vec I, we include overlap detection and Viterbi re-segmentation to system (7), resulting in system (8). Finally, in system (9), we show the performance with x-vec I+II which is a fusion of two different speaker embeddings. The fusion is done by adding two cosine similarity scores from two different x-vector extractors which are described in 2.3.1. We refer to this fusion approach as x-vec I+II as opposed to x-vec I.

#### 3.2. Track 2: System SAD

We pick the best performing system (9) from Track 1 to evaluate the diarization performance with our proposed SAD system for Track 2. In addition, we also show the performance of system (10) from Track 1 to check the performance gain from the re-segmentation approach.

### 4. Discussion

Our experiments on the second DIHARD challenge give us valuable lessons. First, we find that the biggest challenge is the mismatch between dev set and eval set. This problem is highlighted when PLDA and re-segmentation algorithm improve the performance on dev set while showing degradation on eval set. We plan to tackle this problem with more aggressive data augmentations and extensive grid searches on a wide selection of parameters. Second, we find that cosine similarity with spectral clustering gives competitive performance compared to PLDA model with AHC. The performance gain of cosine similarity with spectral clustering implies that PLDA model can suffer from the mismatch between dev set and eval set. Further investigation will be done on the comparison of distance measure to find out the best performing distance measure for challenging datasets. In addition, we will experiment with different ways to control the binarization threshold for spectral clustering. We find that SNR dependent processing improves the performance of overlap detection system and re-segmentation system since it mitigates the performance degradation for low SNR samples. The SNR dependent approach can be further extended to other components such as embedding extractor and distance measure. Finally, we find that the fusion of two different embeddings brings about a significant improvement on both DIHARD dev and eval set.

### 5. Conclusions

We showed how our proposed system improves the diarization performance against the baseline components showing performance gain from distance measure, clustering method, overlap detection and re-segmentation. While further refinements are still required for our best performing modules, we will continue working on components that are not able to show performance improvements at the moment of writing this manuscript.
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