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Abstract

Recently developed end-to-end (E2E) automatic speech recognition (ASR) systems demand abundance of transcribed speech data, there are several scenarios where the labeling of speech data is cumbersome and expensive. For a fixed annotation cost, active learning for speech recognition allows to efficiently train the ASR model. In this work, we advance the most common approach for active learning methods which relies on uncertainty sampling technique. In particular, we explore the use of path probability of the decoded sequence as a confidence measure and select the samples with the least confidence for active learning. In order to reduce the sampling bias in active learning, we propose a regularized uncertainty sampling approach that incorporates an i-vector diversity measure. Thus, the active learning in the proposed framework uses a joint score of uncertainty and i-vector diversity. The benefits of the proposed approach are illustrated for an E2E ASR task performed on CSJ and Librispeech datasets. In these experiments, we show that the proposed approach yields considerable improvements over the baseline model using random sampling.

Index Terms: speech recognition, end-to-end models, active learning, uncertainty sampling, diversity measures.

1. Introduction

The speech recognition paradigm has witnessed tremendous advancements in the recent years owing to the success of deep neural network (DNN) models and sequence models like recurrent neural networks. The initial approaches using hidden Markov modeling (HMM) have been modified with the use of hybrid DNN-HMM models [1]. In the last few years, the E2E neural models which are devoid of HMM based modeling, have been explored for speech recognition [2, 3]. In E2E models, an encoder-decoder neural network is typically trained which converts the sequence of acoustic features directly to the character/word outputs. The recent experiments using end-to-end attention based models [4, 5] have shown comparable performance with the hybrid systems on a range of datasets [6]. Further, the E2E systems are significantly lower in computational complexity compared to traditional hybrid pipeline. The E2E models are attractive for quickly developing speech recognition systems in new languages owing to the sequence-to-sequence modeling which is devoid of any subword or phoneme level transcriptions/alignments. However, the E2E models for speech recognition systems require a large amount of transcribed speech data [7].

Many E2E models developed for speech recognition have conveniently focused on English language where there is an easy access to large amounts of speech data and the availability of orthographic transcriptions. However, there are a number of diverse languages which are low-resource where the collection of speech data is cumbersome and/or the labeling resources are expensive and time consuming. While there is some leverage to record large amounts of speech data with the aid of mobile technology, the labeling difficulties continue to hinder the development of speech technologies for many under-resourced languages. It was reported that labeling of audio can take about 10 times longer than the actual audio duration [8]. In this paper, we address the problem of efficiently utilizing the labeling resources for improving the performance of E2E ASR systems.

Active learning is a branch of machine learning that allows the model itself to choose the data it wants to learn from [9]. Thus, active learning aims at reducing the number of labeled samples required to achieve the desired performance for a specific task. The most common method of query for active learning is the one based on uncertainty sampling [10]. In this technique, the model queries new data labels for which the current model is least certain about its prediction.

In this paper, we explore the application of active learning for E2E ASR models. Unlike the conventional ASR systems, where the acoustic and language models can be separately improved using active learning, the implementation of active learning is more challenging with E2E models. We explore the use of uncertainty sampling [10] which is adapted to the E2E model by computing the uncertainty over sequences in the decoding graph. Also, the generalization performance of ASR systems is influenced by the diversity of the training speakers. Specifically, sampling too many training examples from the same speaker will create a speaker bias in the training data that may degrade the ASR performance on unknown test speakers. As the uncertainty sampling is prone to generate biased samples (potentially sampling too many examples from the same speaker) for ASR training, we propose a regularized uncertainty sampling which incorporates i-vector [11] features based diversity in the confidence based measures of uncertainty sampling. With ASR experiments on Librispeech and CSJ datasets, we show that the proposed approach is more effective than the baseline model using random sampling.

The rest of paper is organized as follows. Sec. 2 highlights the related prior work. In Sec. 3, we discuss the application of uncertainty sampling for E2E ASR systems. Sec. 4 describes the proposed approach to active learning which incorporates diversity in confidence measures of uncertainty sampling. We report the experiments and results on ASR tasks in Sec. 5. In Sec. 6, we conclude with the summary of the work.

2. Related Prior Work

The earliest work in the direction of E2E system for speech recognition used the connectionist temporal classification (CTC) loss function [12]. The E2E systems based on encoder decoder models with attention were inspired by similar approaches in machine translation [5]. Recently, Watanabe et al. [7] proposed a hybrid CTC/Attention structure where the E2E system is trained jointly with the CTC loss and attention based encoder-decoder loss. In this paper, we use the hybrid approach to E2E system as this was found to provide the best
ASR performance in the tasks considered.

The active learning principle has been successfully applied for many natural language processing tasks like information extraction and part-of-speech tagging (a survey of algorithms can be found in [13]). For traditional speech recognition models using HMM based framework, informative data selection is explored in [14]. Efficient acoustic modeling using active learning has also been explored in the past [15, 16, 17]. For conventional ASRs, the confidence based active learning technique was previously proposed by Tut et al. [18], where the confidence measure was calculated using the utterance’s confidence scores through exploitation of the lattice output of speech recognizer. In another approach [19], the authors proposed an entropy based technique which aims to maximize the expected value of global entropy reduction over unlabeled dataset and Kuo et al. [20] explored the selection of the samples based on the criterion of minimizing the expected error rate. Recently, [21] gave an approach to select samples based on expected gradient length for CTC based neural network models.

It had also been observed previously that the uncertainty sampling suffers from the problem of sampling bias [22] in which querying just based on the confidence scores leads to the sampling of instances which may not generalize well to the overall data distribution. Klaus [23] gave an approach to incorporate diversity in active learning algorithms while sampling of data for SVMs and in [24] both classifier uncertainty and sample diversity has been incorporated in a single convex optimization problem for the case of batch mode active learning.

In this paper, we observe that the application of uncertainty sampling to ASR leads to generation of samples that have significant speaker bias in the labeled set, i.e. some of the speaker groups are sampled considerably more than the others. Thus, we propose the use of unsupervised i-vector feature [11] based diversity measures which are incorporated in the sampling strategy.

3. Active learning for End to End ASR

In active learning paradigm, the informativeness of new samples can be computed by measuring several types of confidence scores. The most popular one in ASR is the least confidence sampling technique [25] in which the sample with the least certainty (given by an underlying model) is considered as the most informative sample. In conventional ASR, the decoded sequence probability can be obtained using the lattice based decoding.

Through exploitation of the lattice output of speech recognizer. In another approach [19], the authors proposed an entropy based technique which aims to maximize the expected value of global entropy reduction over unlabeled dataset and Kuo et al. [20] explored the selection of the samples based on the criterion of minimizing the expected error rate. Recently, [21] gave an approach to select samples based on expected gradient length for CTC based neural network models.

The E2E ASR converts the feature sequence $X$ of a given speech sample to the corresponding character sequence. For E2E ASR, the joint decoding phase provides the path probabilities for top $N$ paths (where $N$ is the beam width) for a given feature sequence. Here, path refers to a character sequence for a given speech utterance. These path probabilities are first length normalized to convert all of them into the same scale.

$$P^{L,N}(C_i | X) = P(C_i | X)^{1/L_i} \quad \forall i = 1, 2, ... N$$ (1)

$C_i$ is $i^{th}$ decoded path and $L_i$ is the length of $i^{th}$ path and $X$ is the input speech feature sequence. Note that the logarithm of $P(C_i | X)$ is extracted during E2E decoding and when divided by the length of the path ($L_i$) followed by application of exponential function, it results into length normalized probability (Eq 1).

Thus, the goal of uncertainty sampling for E2E ASR can be stated as the selection of the unlabeled samples whose most likely path has the lowest probability. The least confidence score $\alpha(X)$ is given as

$$\alpha(X) = 1 - P^{L,N}(C^* | X)$$ (2)

where $C^*$ is the most likely decoded path for input $X$. Given an unsupervised dataset, one can estimate the least confident samples by ranking the utterances based on the confidence measure (Eq 2). Fig. 1 depicts the relationship between the least confidence score (Eq. 2) calculated using the model trained with some initial labeled data from Librispeech dataset (details of the dataset are provided in Sec. 5) and the character error rate (CER) of the samples. The CER is calculated using oracle ground truth transcription for same data samples. As seen in the fig. 1, the correlation coefficient is quite high (0.75) which highlights that the data samples on which the ASR system has low confidence (high value for least confidence score) also have high CER values. Hence, using the labels of these samples in the training data would make the E2E ASR system more robust.

The least confidence based sampling measures may suffer from the problem of sampling bias [22, 23]. Moreover, in our framework as the dataset consist of speech utterances from multiple speakers, the confidence based sampling method leads to selection of samples which is biased towards certain speakers. We hypothesize that speaker diversity is key to ASR training and this measure has to be incorporated in the active learning. A naive random sampling has the advantage of reduced speaker bias, provided underlying data is not biased.

4. Regularized Active Learning

We propose a novel approach of incorporating speaker diversity in confidence based measures for E2E ASRs and it is based on clustering of i-vectors [11]. I-vectors, as introduced in [11], consist of speaker statistical information and can be extracted in an unsupervised manner i.e., without using any speaker label information. The i-vectors are low dimensional feature representation for speech utterances which models both speaker and channel variabilities, and are defined using a factor analysis framework. Previously, i-vectors have been explored for speaker and channel adaptation in conventional HMM based speech recognition systems [26, 27]. In this work, we use the
Algorithm 1 Regularized Active Learning

**Input:** Unlabeled samples $D^U$, initially labeled samples $D^L$, total active learning dataset duration $F$ in hours.

**Parameters:** Diversity controlling parameter $\lambda$, update step $T$, number of clusters $K$.

```
// Train a model using $D^L$
$i = 0, D^A = \emptyset$

while $F > 0$ do
  if $i \% T == 0$ then
    // Updating values of $\hat{P}_j$
    $N = \sum_{j=1}^K N_j$
    $\hat{P}_j = N_j / N$, $\forall j = 1, 2, \ldots K$
    where $N_j$ is the number of samples of current labeled data $(D^L \cup D^A)$ present in $j^{th}$ cluster.
    $\beta(X) = 1 - \hat{P}_{\phi(X)}$, $\forall X \in D^U$
  end if

  // Sampling
  $X_* = \text{argmax}_{X \in D^U} \{\lambda \alpha(X) + (1 - \lambda)\beta(X)\}$
  $D^A = D^A \cup X_*$
  $D^Q = D^Q \setminus X_*$
  $F = F - \text{dur}(X_*)$
  $i++$

end while

return $D^A$
```

i-vector representations as a “speaker” embedding vector.

4.1. Mathematical Formulation

The proposed approach utilizes clustering of the i-vectors corresponding to full data (combined labeled and unlabeled data) and the idea behind clustering of i-vectors is to have utterances with similar statistical characteristics to be clustered together.

Let $D^L$ denote a pre-labeled dataset (on which the seed ASR model has been pre-trained) and let $D^U$ denote the pool of unlabeled data. Let $D^A$ denote the subset of unlabeled dataset obtained through the active learning algorithm. Then, the final ASR model will be trained using $D^Q = D^L \cup D^A$.

The i-vector features from $D^L \cup D^U$ are clustered using K-means clustering into $K$ clusters. Let $\phi(X)$ denote the random variable that indicates the cluster identity for an utterance $X$ obtained using the corresponding i-vector. Note, that $\phi(X)$ can take values from 1 to $K$, where $K$ is the number of clusters. For the set of labeled data finally used for ASR ($D^Q$), the maximum likelihood estimates corresponding to parameters of probability mass function for $\phi(X)$ can be computed as,

$$P(\phi(X) = j) = \hat{P}_j = N_j / N, \quad \forall j = 1, 2, \ldots K$$

where $N = \sum_{j=1}^K N_j$ and $N_j$ is the number of samples of $D^Q$ present in $j^{th}$ cluster.

We propose a regularized version of active sampling which encourages sampling from clusters that have low probability $\hat{P}_j$. This will increase the “speaker” diversity in the final labeled data used for ASR training and the makes the data set $D^Q$ more uniform in terms of sampling from the i-vector clusters. Let,

$$\beta(X) = 1 - \hat{P}_{\phi(X)}$$

The proposed confidence measure for active learning is based on the convex combination of diversity score and the least confidence score, and is formulated as,

$$\gamma(X) = \lambda \alpha(X) + (1 - \lambda)\beta(X),$$

where $\lambda$ is a hyper-parameter and $\lambda \in [0, 1]$. The estimates of $\hat{P}_j$ depend on subset of data $D^Q$ which is the output of the active learning while the active learning algorithm requires the estimates $\hat{P}_j$. Thus, we perform the querying of a single batch through active learning in sub-batches of size $T$ and update the estimates of $\hat{P}_j$ at the end of every sub-batch sampled. The final algorithm is outlined below.

4.2. Algorithm

Algorithm 1 shows the pseudo code for the proposed regularized active learning. The input to the algorithm is the pool of pre-labeled and unlabeled datasets $D^L$ and $D^U$ respectively. Let $F$ denote the desired final sampling batch size (i.e., $F$ is the duration of the data in subset $D^Q$ in hours). An initial seed E2E ASR is trained using the pre-labeled dataset $D^L$. After the ASR training, the unlabeled dataset $D^U$ is decoded using the joint decoding. Then, the least confidence score (Eq. 2) and the diversity score (Eq. 4) are computed for each utterance in the unlabeled dataset.

Initially, $D^A$ is an empty set and the data samples are added iteratively during the active sampling. The parameter $T$ denotes the window of samples after which the values of parameter $\hat{P}_j$, $\forall j = 1, 2, \ldots K$ are updated. At each iteration of active learning, a single sample is added to the set $D^A$ which has the maximum value of regularized least confidence score (Eq 5). After the sampling process is completed the set $D^A$ is sent for labeling. The final E2E ASR is trained with using the $D^Q = D^L \cup D^A$ as the training data.

Table 1 reports the entropy values for the i-vector (speaker) cluster distribution ($K = 64$) on the final ASR training dataset $D^Q$ as a function of $\lambda$. Here, the size of $D^L$ is 20 hours and $F$ is 20 hours.

<table>
<thead>
<tr>
<th>Lambda($\lambda$)</th>
<th>Entropy(CSJ)</th>
<th>Entropy(Librispeech)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.963</td>
<td>5.954</td>
</tr>
<tr>
<td>0.3</td>
<td>5.975</td>
<td>5.984</td>
</tr>
<tr>
<td>0.2</td>
<td>5.980</td>
<td>5.990</td>
</tr>
<tr>
<td>0.1</td>
<td>5.988</td>
<td>5.996</td>
</tr>
<tr>
<td>0.01</td>
<td>5.999</td>
<td>5.998</td>
</tr>
</tbody>
</table>

Moreover, the data pre-processing and feature extraction steps, follow the Kaldi ASR toolkit. We have used 80 mel bins to
improves the ASR results. On the larization of the active learning using the i-vector diversity fur-
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derve filter-bank features which are combined with pitch fea-

tures to give 83 dimensional features.

For regularized least confidence sampling, 64 dimensional i-vectors are extracted and clustered into K = 64 clusters using K-means clustering algorithm with L2 normalized euclidean distance as the distance metric. The initial labeled data is \( D^L \) on which a seed model is trained and then the unlabeled data \( D^U \) is decoded with the help of the trained seed model. After the decoding phase of \( D^U \), the least confidence method (LC) and the regularized least confidence method (RLC) is employed for active learning from the unlabeled data \( D^U \). A baseline ASR system with the same amount of labeled data is also trained using a naive random sampling (Random) of the unlabeled set \( D^U \). The naive random sampling provides the baseline performance for comparison with the proposed active learning methods. The total budget allocation for speech annotation is ex-

pression in form of the number of hours of sampling (denoted as \( F \)). We experiment with different values of \( F \) for the Librispeech and CSJ datasets.

5.1. Librispeech
LibriSpeech [32] is a dataset of approximately 1000 hours of 16 kHz read English speech. In this paper, we use the ‘other’ i-vector of this dataset (subset of 1000 hours) which consists of 500 hours of training data termed as train-other. 5 hours of test and development data termed as test-other and dev-other respectively. The train-other set is split into two parts: 20 hours considered as initial labeled data \( D^l \) and 480 hours considered as the unlabeled dataset \( D^U \).

The network architecture consists 8 layers Bi-LSTM en-
coder of 320 hidden units and a single layer LSTM decoder of 300 hidden units. Adadelta optimizer is chosen for optimizing the multi-objective loss function with 0.5 weight given to both CTC and attention losses. The learning rate is chosen as 1.0. During decoding the CTC weight selected is 0.3 and beam width parameter is 20.

In Table 2, we report the WER and CER results for the LibriSpeech experiments for different active sampling sizes \( F \). The random results also use the same size of training data as the active sampling methods (LC and RLC). It is seen that the active learning methods provide significant improvements over a random sampling approach. The confidence score used in this paper is effective even for large active sampling sizes of 140 hours which corresponds to about 30% of the unlabeled pool set of 480 hours. The regul-

arization of the active learning using the i-vector diversity fur-

Table 3: Performance (CER in %) of different sampling techniques in case of CSJ eval sets for different choice of active sampling sizes \( F \).

| \( F \) (hours) | Random LC RLC | Random LC RLC |
|---|---|---|---|---|
| eval 1 | 20hrs | 23.2 | 19.7 | 20.4 | 20.3 |
| eval 2 | 40hrs | 18.4 | 17.9 | 18.2 | 17.3 |
| eval 3 | 60hrs | 19.6 | 19.1 | 20.5 | 18.1 |

Table 2: Performance (WER/CER in %) of different sampling techniques in case of Librispeech test-other for different amounts of active sampling sizes \( F \).

<table>
<thead>
<tr>
<th>( F ) (hours)</th>
<th>WER</th>
<th>CER</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>46.9</td>
<td>41.3</td>
</tr>
<tr>
<td>40</td>
<td>39.5</td>
<td>37.1</td>
</tr>
<tr>
<td>60</td>
<td>35.3</td>
<td>33.3</td>
</tr>
<tr>
<td>80</td>
<td>32.6</td>
<td>29.9</td>
</tr>
</tbody>
</table>

6. Conclusions
In this paper, we advance the active learning methods for application in end-to-end speech recognition. The active learning approach is based on uncertainty sampling using a confidence score. We use the path probability of the top decoded path as the confidence measure and sample the least confident data for active learning. We also propose a novel approach to regularize the confidence measure which takes the diversity of the i-vector features into account. The i-vector features broadly capture the speaker identity of the recording and the regularized active sam-
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ple encourages speaker diversity. The ASR experiments on Librispeech and CSJ datasets confirm the benefits of the active learning methods over a random sampling approach.
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